A study of composite beam with shape memory alloy arbitrarily embedded under thermal and mechanical loadings
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Abstract

The constitutive relations and kinematic assumptions on the composite beam with shape memory alloy (SMA) arbitrarily embedded are discussed and the results related to the different kinematic assumptions are compared. As the approach of mechanics of materials is to study the composite beam with the SMA layer embedded, the kinematic assumption is vital. In this paper, we systematically study the kinematic assumptions influence on the composite beam deflection and vibration characteristics. Based on the different kinematic assumptions, the equations of equilibrium/motion are derived accordingly. As the three kinematic assumptions change from the simple to the complex one, the governing equations evolve from the linear to the nonlinear ones. For the nonlinear equations of equilibrium, the numerical solution is obtained by using Galerkin discretization method and Newton–Rhapson iteration method. The analysis on the numerical difficulty of using Galerkin method on the post-buckling analysis is presented. For the post-buckling analysis, finite element method is applied to avoid the difficulty due to the singularity occurred in Galerkin method. The natural frequencies of the composite beam with the nonlinear governing equation, which are obtained by directly linearizing the equations and locally linearizing the equations around each equilibrium, are compared. The influences of the SMA layer thickness and the shift from neutral axis on the deflection, buckling and post-buckling are also investigated.

This paper presents a very general way to treat thermo-mechanical properties of the composite beam with SMA arbitrarily embedded. The governing equations for each kinematic assumption consist of a third order and a fourth order differential equation with a total of seven boundary conditions. Some previous studies on the SMA layer either ignore the thermal constraint effect or implicitly assume that the SMA is symmetrically embedded. The composite beam with the SMA layer asymmetrically embedded is studied here, in which symmetric embedding is a special case. Based on the different kinematic assumptions, the results are different depending on the deflection magnitude because of the nonlinear hardening effect due to the (large) deflection. And this difference is systematically compared for both the deflection and the natural frequencies. For simple kinematic assumption, the governing equations are linear and analytical solution is available. But as the deflection increases to the large magnitude, the simple kinematic assumption does not really reflect the structural deflection and the complex one must be used. During the systematic comparison of computational results due to the different kinematic assumptions, the application range of the simple kinematic assumption is also evaluated. Besides the equilibrium study of the composite laminate with SMA embedded, the buckling, post-buckling, free and forced vibrations of the composite beam with the different configurations are also studied and compared.
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1. Introduction

In 1965, shape memory alloys (NITINOL) derived from Nickel and Titanium were first patented by Buehler and Wiley [1] in Naval Ordnance Laboratory. Since then,
tremendous effort has been infused to the utilization and study of this smart material. Constitutive relations have been theoretically developed or experimentally studied by Tanaka [2,3], Liang, Rogers [4,5], Xue and Mei [6], Cross et al. [7] and Jackson et al. [8]. In Liang’s model [4], the stress in shape memory alloy (SMA) consists of three parts mechanical stress, thermo-elastic stress and the stress due to phase transformations. Xue’s model is a 2D model and in his model the thermo-elastic stress and the stress due to phase transformation are combined together to be called recovery stress. Turner [9] averages the recovery stress including both the thermo-elastic stress and the stress due to phase transformation over the temperature range to get the effective coefficient of thermal expansion (CTE). Turner’s method is to use effective CTE to simplify SMA nonlinear stress–strain relation, which is caused by both temperature and phase transformation. Epps and Chandra [11] use Euler–Bernoulli beam theory and model the effect of SMA in the composite beam as an axial force or an elastic foundation. Compared with the model of the beam under an axial load, the elastic foundation model of Epps and Chandra [11] has less bending stiffness. When the temperature goes higher, the difference between these two models enlarges. This may be due to the re-distribution of the stress due to the constraint which is not included in their equation of motion [12]. Baz and Ro [10] give the finite element model, which combines heat transfer and dynamic response together.

All the models mentioned above have one thing in common: SMA is implicitly assumed to be symmetrically embedded or its effect is modeled as an axial force or an elastic foundation. For the symmetric composite beam in those models, the governing equation is a fourth order equation of the transverse displacement without considering the coupling of axial and transverse displacements. A more general form of governing equations is derived here. For the symmetric composite beam, the governing equation is a set of equations consisting of a fourth order equation and a second order equation, which considers the coupling effect of axial and transverse displacement. For the uncoupling case, which only has the governing equation for the transverse displacement, only four boundary conditions are needed. For the coupling case of the symmetric beam, six boundary conditions are needed to solve such set of equations (two for axial displacement and four for transverse displacement). While for the asymmetric composite beam, two third of the derivatives due to the asymmetry appear in each of the two coupled equations of equilibrium for the transverse and axial displacement.

And for the symmetric composite beam, the coefficients of the two third derivatives due to the asymmetry are zero. Therefore, for the asymmetric case, seven boundary conditions are needed. Mathematically, asymmetry increases one order of the governing equations. Asymmetry also causes the numerical difficulty of solving the equations, which is also discussed in the paper. Another purpose of this paper is to evaluate both the analytical and computational difference due to the different kinematic assumptions.

The shape memory effect (SME) is extensively used in the structure for active vibration/structural acoustic control [13,14] and shape control [15]. SMA is usually embedded in a composite laminate for such control functions. Besides the equilibrium study, this paper also explores the other topics closely related to the structure such as buckling, post-buckling, free and forced vibrations. By analyzing the difference caused by the different modeling or computation methods, a very comprehensive study on the modeling analysis and computation of the composite beam with the SMA layer arbitrarily embedded is presented.

2. Model development and analysis

2.1. Neutral axis and constitutive relation of SMA

The schematic diagram of the beam and its cross-section are shown in Figs. 1 and 2. Fig. 1 shows the neutral axis and coordinates of the composite beam cross-section. Fig. 2 shows the dimensions of the different layers. The beam studied here is a pinned-pinned beam. The pinned-pinned beam can allow the beam to move back and forth but not up and down. The beam length and width are \( L \) and \( b \), respectively. The SMA layer width is \( b_1 \). In Fig. 1, \( h_1, h_4 \) are the distances between the neutral axis and the lower, upper edges of the beam, respectively, \( h_2, h_3 \) are the distances between the neutral axis and lower edge of SMA layer, respectively. The beam is under an axial mechanical load of \( p \). For the approach of mechanics of materials, the first step is to find the neutral axis of the composite structure. The neutral axis is dependent on the configuration of the different layers and their elastic properties. For the cross-section of homogeneous material, the neutral axis is the centroidal axis [16]. For a composite beam with different material layers, the method of calculating the neutral axis is to convert different material properties inside the composite laminate into a “stressfully equivalent” homogeneous material [17,18]. By using the
formal formula of calculating the neutral axis of a composite cross-section [17], the neutral axis position, \( h_1 \), is calculated as

\[
    h_1 = \frac{\left( \frac{h_2}{2} + H_2 \right) H_1 b + \left( \frac{h_2}{2} b_1 + 2b_2 \right) H_3 + \frac{h_2^2}{2} b}{(H_1 + H_3) b + \left( \frac{h_2}{2} b_1 + 2b_2 \right) H_2}.
\]

where \( H_i \) \((i = 1, 2, 3)\) are the quantities indicated in Fig. 2, \( E_s \) and \( E_c \) are Young’s moduli of SMA and epoxy, respectively. For the two moduli, they are generally temperature dependent variables [19]. The stress–strain relation of SMA given by Liang and Rogers [4,11] is

\[
    (\sigma - \sigma_0) = E_s(\xi)(\epsilon - \epsilon_0) + \Theta(T - T_0) + \Omega(\xi - \xi_0), \tag{2}
\]

where the terms with subscript 0 are the initial conditions of the beam, \( \sigma \) and \( \epsilon \) are stress and strain, respectively, \( T \) is Celsius temperature and \( \Theta \) is thermo-elastic coefficient [11], which can be expressed as \(-E(\xi)\alpha_s\). Here \( \alpha_s \) is the SMA coefficient of thermal expansion (CTE). The parameter \( \xi \) is the martensite volume fraction and defined as the volume of martensite divided by total volume of martensite and austenite. In Liang and Rogers’s cosine model [4], the parameter \( \xi \) is different for the reverse (from martensite to austenite) and the forward (from austenite to martensite) transformations.

For the reverse transformation, the martensite volume fraction is

\[
    \xi = \frac{1 - \frac{1}{2} \xi_A}{2} \cos[a_M(T - M_f) + b_M\sigma] + \frac{1 + \xi_A}{2}, \tag{3}
\]

where

\[
    a_M = \frac{\pi}{M_s - M_f}, \quad b_M = -\frac{a_M}{C_M}, \tag{4}
\]

and

\[
    C_M = \left( \frac{dM_s}{d\sigma} \right)^{-1}. \tag{5}
\]

For the forward transformation

\[
    \xi = \frac{1 - \frac{1}{2} \xi_A}{2} \cos[a_M(T - M_f) + b_M\sigma] + \frac{1 + \xi_A}{2}, \tag{6}
\]

where

\[
    a_M = \frac{\pi}{M_s - M_f}, \quad b_M = -\frac{a_M}{C_M}, \tag{7}
\]

and

\[
    C_M = \left( \frac{dM_s}{d\sigma} \right)^{-1}. \tag{8}
\]

Here \( A_f \) is austenite finish temperature, \( A_s \) is austenite start temperature. \( M_f \) is martensite finish temperature, \( M_s \) is martensite start temperature. These temperatures are experimentally determined.

In Xue and Mei’s model [6], the stress–strain relation for SMA is:

\[
    \sigma_s = E_s\epsilon + \sigma_t \quad (T > T_{s1}, \text{SMA activated}), \tag{9}
\]

and

\[
    \sigma_s = E_s(\epsilon - \alpha_0\Delta T) \quad (T < T_{s1}, \text{SMA inactivated}). \tag{10}
\]

where \( T_{s1} \) is the temperature at which the SMA is activated. For the epoxy composite matrix, the following constitutive relation holds:

\[
    \sigma_c = E_c(\epsilon - \alpha_c\Delta T). \tag{11}
\]

where \( \alpha_s \) and \( \alpha_c \) are CTEs of SMA and epoxy, respectively, \( \Delta T \) is the beam temperature difference with the ambient environment. In Xue and Mei’s model [6], the recovery stress includes both thermal stress and the stress due to phase transformation. While in most cases, as shown in Eq. (2) [4], the two different kinds of stress are differentiated. And it is worth pointing out that for both SMA and epoxy layer in Eqs. (9)–(11), there is only one strain variable \( \epsilon \). For the effect of one strain variable on the constraint due to the interlamellar bonding, the discussion can be found in the referred paper [12].

2.2. Kinematic assumptions

As the neutral axis and the constitutive relations are presented in the above section, another important thing for modeling the composite beam is the kinematic assumption. Three kinematic assumptions for Euler–Bernoulli thin beam modeling are presented in this paper. The governing equations derived from the three kinematic assumptions are discussed. Before we give the kinematic assumptions and derive the governing equation, we define the following parameters first:

\[
    A = E_c b Q_1 + 2E_c b_2 R_1 + E_c b S_1 + E_s b_1 R_1, \tag{12}
\]

\[
    B = \frac{1}{2}(E_c b Q_2 + 2E_c b_2 R_2 + E_c b S_2 + E_s b_1 R_2), \tag{13}
\]

\[
    D = \frac{1}{2}(E_c b Q_3 + 2E_c b_2 R_3 + E_c b S_3 + E_s b_1 R_3), \tag{14}
\]

and \( Q, R, \) and \( S \) are defined as
\(Q_1 = h_1 - h_3, \quad R_1 = h_3 - h_2, \quad S_1 = h_2 - h_1,\)
\(Q_2 = h_3^2 - h_3^1, \quad R_2 = h_3^2 - h_2^2, \quad S_2 = h_2^2 - h_1^2,\)
\(Q_3 = \frac{2}{3}(h_3^1 - h_3^3), \quad R_3 = \frac{2}{3}(h_3^1 - h_2^3), \quad S_3 = \frac{2}{3}(h_2^3 - h_1^3).\)

Though they have the complex forms, \(A, B\) and \(D\) have the very specific physical meanings for the composite beam. From Fig. 1, it is not that difficult to conclude that \(A\) is the effective axial stiffness. \(A\) can be derived if each layer of the different materials is modeled as a spring and the springs are in a parallel configuration [6,12,18]. The physical meaning of \(B\) and \(D\) will be discussed later.

Kinematic assumption 1 [20] is expressed as:
\[
\epsilon = \epsilon_a + \epsilon_b = \frac{p}{A} + u_x - y_{vx}, \tag{12}
\]
where \(u\) and \(v\) are the axial and the transverse displacements, respectively, \(\epsilon_a\) is the strain due to the stretching of the axial load and \(\epsilon_b\) is the strain due to the bending. For all the three kinematic assumptions presented in this paper, the bending strain is denoted as \(\epsilon_b = -y_{vx}\). This bending strain is derived from the linear moment-curvature relationship [21] and it is sufficiently accurate even for the large deflection case as far as \(I/SL^2 < 0.001\) (\(I\), second moment of area; \(S\), cross-section area; and \(L\), beam length) [21,22].

Kinematic assumption 2 [20] is expressed as:
\[
\epsilon = \epsilon_a + \epsilon_b = \frac{p}{A} + u_x + \frac{v^2}{2} - y_{vx}, \tag{13}
\]
Kinematic assumption 3 [21,22] is expressed as:
\[
\epsilon = \epsilon_a + \epsilon_b = \frac{p}{A} + [(1 + u_x)^2 + v_x^2] - 1 - y_{vx}. \tag{14}
\]

For the convenience of computation, the constitutive relation for SMA in Eqs. (9) and (10) is re-written in one as follows:
\[
\sigma_s = E_s(\epsilon - \alpha_s \Delta T) + \sigma_p, \tag{15}
\]
where \(\sigma_p\) is the stress due to phase transformation and is dependent on temperature, which matches \(\Delta(\zeta - \zeta_0)\) term in the Liang’s model [4]. \(\sigma_p\) is either computed by the complex formula by Liang [4] or in practice supplied by the experimental data. The stress in epoxy remains the same as that of Eq. (11).

2.3. Derivation of equations of equilibrium

The potential energy in the SMA layer, which contains both the stretching and the bending energies, is as follows:
\[
U_s = \frac{1}{2} \int_0^L \int_{\Delta x} [E_s(\epsilon - \alpha_s \Delta T) + \sigma_p] \epsilon \, dA \, dx, \tag{16}
\]
where \(A_M\) is the SMA cross-section area of the beam. The potential energy in the epoxy layers is
\[
U_s = \frac{1}{2} \int_0^L \int_{\Delta x} [E_c(\epsilon - \alpha_s \Delta T)] \epsilon \, dA \, dx, \tag{17}
\]
where \(A_c\) is the epoxy cross-section area of the beam.

By applying the principle of minimum potential energy (PMPE), i.e., \(\delta (U_s + U_c) = 0\), and plugging the different \(\epsilon\) of the different kinematic assumptions, the equations of equilibrium are obtained. For kinematic assumption 1, the equations of equilibrium are obtained in the following two forms:
\[
Bu_{xx} - Au_{xx} = 0, \tag{18}
\]
and
\[
Dv_{xxx} - Bu_{xxx} = 0. \tag{19}
\]

The two equations of equilibrium are obtained by regrouping the variables \(u\) and \(v\) after the variational operations and integration by parts. Let us first discuss what are the physical meanings for \(B\) and \(D\). To the authors’ knowledge, there is no name for \(B\) though it frequently appears in the composite structure analysis. From the expression of \(B\) given above, \(B\) is a parameter indicating the asymmetry of the composite beam cross-section. \(B = 0\) is for symmetric cross-section. When \(B = 0\), Eqs. (18) and (19) are two uncoupled ordinary differential equations, which is the scenario for many studies on composite beam with SMA embedded [11]. From its definition and Eq. (19), it is not that difficult to conclude that parameter \(D\) is the effective bending stiffness of the composite beam. For thin beam, \(D\) is much smaller than \(A\); therefore, the axial displacement \(u\) is much smaller than \(v\) in the small deflection with the relatively low axial loading scenario. So in many studies of small deflection cases, \(u\) and its coupling contribution to the deflection are small and thus ignored. Clearly, here \(u\) and \(v\) are coupled by the asymmetry parameter \(B\). For the symmetric case of \(B = 0\), the axial displacement \(u\) and the transverse displacement \(v\) are coupled via the kinematic assumption of large deformation as those of kinematic assumptions 2 and 3 shown later. As it is noticed that in Eqs. (18) and (19), there is no term associated with the axial load \(p\). In the buckling study of beam, \(p\) is shown in a fourth order governing equation as a second order term \(p_0 v_{xx}\). But this \(p_0 v_{xx}\) term is due to the \(\epsilon_{y\epsilon}^2\) term in the kinematic assumption of strain, which is included in kinematic assumption 2 but not in kinematic assumption 1. While it will be shown later that the axial load effect of \(p\) is actually included in the boundary conditions for kinematic assumption 1. The boundary conditions can also be derived during the derivation of governing equations by using PMPE. For the seven boundary conditions, we will have detailed discussion later in Section 3.
Here we define \( g_0 = \varepsilon_0 \), which is the stretching strain due to the external mechanical load \( p \). So compared with Eqs. (18) and (19), Eqs. (20) and (21) are much more complex. Before we continue to derive the governing equation for kinematic assumption 3, let us first make some simple comparison analysis for these two sets of governing equations. As it is noticed, the right side terms in Eqs. (20) and (21) are the nonlinear terms of \( \varepsilon_{xx}, \varepsilon_{yy}, \gamma_{xy} \) and \( u_{xx}, u_{yy}, v_x \) which are at least one order of magnitude smaller than those linear terms \( (\varepsilon_{xxx}, \varepsilon_{yyy}, u_{xxx} \text{ and } u_{yyy}) \). If all the right side terms of Eqs. (20) and (21) are set to be zero for the approximation purpose, the difference of the two sets of equations is only reflected in the \([ (A - E_b R_1) (g_0 - \frac{\Delta T}{2}) + E_b R_1 (g_0 - \frac{\Delta T}{2}) ] v_{xx} \) term in Eq. (21). And this is due to the \( \frac{\Delta T}{2} \) term in kinematic assumption 2. \( (A - E_b R_1) (g_0 - \frac{\Delta T}{2}) + E_b R_1 (g_0 - \frac{\Delta T}{2}) \) is the effective axial loading including the mechanical, thermal forces and the force due to the phase transformation.

The two equations of equilibrium for kinematic assumption 3 are the following:

\[
B v_{xxx} - A u_{xx} = A v_{x} v_x + B \left( v_x^2 + \frac{v_{xx}^2}{2} \right) \quad (20)
\]

and

\[
D v_{xxx} - B u_{xx} = \left[ (A - E_b R_1) \left( 1 - g_0 + \frac{\gamma_{yy}}{2} \right) + E_b R_1 \left( g_0 - \frac{\Delta T}{2} \right) \right] v_{xx} + B \left( v_x^2 + \frac{v_{xx}^2}{2} \right)
\]

The linear parts of equations of equilibrium for kinematic assumptions 2 and 3 are the same. The difference is in their nonlinear parts. By comparing the nonlinear parts, the conclusion can be made that without the thermo-elastic stress, the stress due to phase transformation, and the mechanical load \( p \), kinematic assumptions 2 and 3 get the same equations of equilibrium. When these three stresses increase, the equations of kinematic assumptions 2 and 3 will enlarge their difference in the nonlinear terms. The difference enlarges as the loading or the deflection becomes larger, or say, the nonlinear effect due to the large loading or the deflection increases. The equations derived from kinematic assumption 1 are the same as these derived by Vinson and Sierakowski [23] if the hygroscopic load, distributed stress and moments are ignored in their equation. The load \( p \) is not shown in the equations of kinematic assumption 1, but appears in boundary conditions, which will be discussed later. The mechanical load \( p \) (associated with \( g_0 \)) and other axial loadings (due to thermo-mechanical stress and phase transformation) are seen in both of the governing equation sets derived from kinematic assumptions 2 and 3. It should not be that difficult to conclude that the governing equations derived from kinematic assumption 1 are not accurately enough even for the linear small deflection analysis because the linear term associated with the axial loading is not shown in the governing equations.

In Xue, Mei [6] and Turner’s [9] model, there is a 2D plate for the beam with the SMA layer embedded. Here the model is Euler–Bernoulli beam theory, which is actually an, 1D model. King [24] notices that for the “ideal” composite material, in which the fibers are inextensible, the inextensibility reduces the stiffness and the stiffness predicted by the “ideal” composite beam theory has less stiffness than that predicted by Timoshenko beam theory. However, the difference between the “ideal” composite beam theory and Timoshenko beam theory is relatively small [24]. Compared with Timoshenko beam theory, Euler–Bernoulli beam theory does not consider the shearing effect. In kinematic assumptions 1, 2 and 3, the strain is normal strain, shear strain is not included. The structural stiffness computed by Euler–Bernoulli beam theory is larger than that of Timoshenko beam theory. The applicability range of these two theories is dependent on aspect ratio of the thickness to the length of the beam. The rule of thumb is the following: Timoshenko beam theory is applied to the “thick” beam with the aspect ratio of the thickness to the length larger than 1/7. For the “thin” beam with the smaller aspect ratio, it is the applicability range of Euler–Bernoulli beam theory. Euler–Bernoulli beam theory is widely used to study the anisotropic composite structure [11,23]. This paper focuses only on the study on the kinematic assumptions influence on the computational results of Euler–Bernoulli beam. Among all these three kinematic assumptions, kinematic assumption 3 is the most accurate. Kinematic assumption 2 is actually an approximation of kinematic assumption 3. To show this, we give the following:

\[
\epsilon = \frac{p}{A} + \left[ (1 + u_x)^2 + v_x^2 \right] - 1 - y v_{xx}
\]

\[
\approx \frac{p}{A} + 1 + u_x + \frac{v_x^2}{2} - 1 - y v_{xx} = \frac{p}{A} + u_x + \frac{v_x^2}{2} - y v_{xx}
\]
2.4. Nondimensionalization of equations of equilibrium

In order to nondimensionalize, the following dimensionless numbers are introduced:
\[ \zeta = \frac{x}{L}, \quad V = \frac{v}{L}, \quad U = \frac{u}{L}. \]

The dimensionless equations of Eqs. (22) and (23) are obtained as follows:
\[ \beta V_{\zeta \zeta} - \xi U_{\zeta \zeta} = \eta V_{\zeta} V_{\zeta} + \beta \left( V_{\zeta} V_{\zeta}^2 + \frac{V_{\zeta}^2 V_{\zeta}}{2} \right), \quad (24) \]
and
\[ V_{\zeta \zeta} - \beta U_{\zeta \zeta} - \alpha V_{\zeta} = \eta \left( U_{\zeta} V_{\zeta} + U_{\zeta} V_{\zeta} + 3 \frac{V_{\zeta}^2 V_{\zeta}}{2} \right). \quad (25) \]

Here \( \xi, \alpha, \beta, \) and \( \eta \) are defined as
\[ \alpha = \alpha_1 \left( g_0 - \frac{\alpha_1 \Delta T}{2} \right) + \alpha_2 \left( g_0 - \frac{\alpha_2 \Delta T}{2} \right) + \alpha_3, \]
with
\[ \alpha_1 = \frac{AL^2}{D}, \quad \alpha_2 = \frac{2L^2 E b R_1}{D}, \quad \alpha_3 = \frac{L^2 b R_1 \sigma_p}{D}, \]
and
\[ \beta = \frac{BL}{D}, \quad \eta = -\alpha + \alpha_1 + \alpha_2. \]

The linear parts of Eqs. (24) and (25) are the following:
\[ \beta V_{\zeta \zeta} - \xi U_{\zeta \zeta} = 0, \quad (26) \]
and
\[ V_{\zeta \zeta} - \beta U_{\zeta \zeta} - \alpha V_{\zeta} = 0. \quad (27) \]

The nonlinear parts of Eqs. (24) and (25) are the higher order term. The two linear equations above, which include the axial force influence, are relatively accurate for the small deflection.

3. Solutions and results discussion for the equations of equilibrium

3.1. Analytical solutions of linear equations of equilibrium

The boundary conditions need to be given to derive analytical solutions of Eqs. (26) and (27). As for all the governing equation sets derived from the three kinematic assumptions, the highest order of the derivative in one equation is 4th order, the other highest in the other equation is 3rd order. Thus, totally seven boundary conditions are needed to solve the governing equations. These seven boundary conditions are introduced by Vinson and Sierakowski [23] as
\[ v(0) = 0, \quad v(L) = 0, \quad v(0) = 0, \quad N_s(0) = p, \quad N_s(L) = p, \quad M_s(0) = 0, \quad M_s(L) = 0 \quad (28) \]
The first three are the geometric boundary conditions and the last four are the natural boundary conditions. The beam is pinned-pinned with a roller at \( x = L \). Here \( N_s \) stands for the axial load and \( M_s \) for the moment. As mentioned before, the boundary conditions can be derived during the derivation of governing equations. For the different kinematic assumptions, the expressions for \( N_s \) and \( M_s \) are different. The boundary conditions due to the different kinematic assumptions differentiate only in the natural boundary conditions. \( N_s \) and \( M_s \) are expressed as
\[ N_s = Au_u + Bu_u - N_{st}, \quad M_s = Bu_u + Du_u - M_{st}, \quad (29) \]
where \( N_{st} \) is the thermo-elastic axial force and \( M_{st} \) is the moment due to both asymmetry and thermo-elastic stress. \( N_{st} \) and \( M_{st} \) have the following expressions:
\[ N_{st} = (A - E b_1 R_1) \alpha_1 \Delta T + E b_1 R_1 \alpha_1 \Delta T \]
\[ M_{st} = \left( B - \frac{1}{2} E b_1 R_2 \right) \alpha_1 \Delta T + \frac{1}{2} E b_1 R_2 \alpha_1 \Delta T \quad (30) \]
The analytical solutions of Eqs. (18) and (19) are polynomials
\[ v_{a1} = c_s x^3 + c_s x^2 + c_s x, \quad (31) \]
and
\[ u_{a1} = c_s x^2 + c_s x. \quad (32) \]
\( c_s \) can be solved by using the boundary conditions as follows:
\[ c_1 = \frac{B(M_{st} - Bc_2 - 2Dc_s) - D(N_{st} + p - Ac_2 - 2Bc_s)}{2L(B^2 - DA)}, \]
\[ c_2 = \frac{BM_{st} - D(N_{st} + p)}{(B^2 - DA)}, \]
\[ c_4 = \frac{B(N_{st} + p - Ac_2 - 2Bc_s) - A(M_{st} - Bc_2 - 2Dc_s)}{6L(B^2 - DA)}, \]
\[ c_5 = \frac{B(N_{st} + p) - AM_{st}}{2(B^2 - DA)}. \]
\( c_2 \) and \( c_5 \) are the two independent coefficients. All other coefficients are expressed by them. The reason to give the solutions of Eqs. (18) and (19) is that they are the solutions of Eqs. (26) and (27) when there is no axial load. The detailed solution procedure on how to obtain the solution of the linear equation set is given in Appendix. The analytical solutions of Eqs. (26) and (27) depend on the parameter \( \gamma \) and \( \gamma \) is defined as \( \gamma = \frac{\Delta T}{\Delta T_0} \). If \( \gamma = 0 \), it indicates no axial load. When there is no axial load, the solutions of Eqs. (26) and (27) have the same form of Eqs. (31) and (32).

When \( \gamma > 0 \) (also \( x < 0 \)), which indicates that the beam is under compression, the solutions of Eqs. (26) and (27) are
\[ V_{a2} = d_1 + d_2 \zeta + d_3 \sin(k\zeta) + d_4 \cos(k\zeta), \quad (33) \]
and
\[ U_{a2} = \frac{\beta k}{\alpha_1} [d_3 \cos(k\zeta) - d_4 \sin(k\zeta)] d_5 \zeta^2 + d_6 \zeta + d_7. \quad (34) \]
Here \( k \) is defined as \( k = \sqrt{\gamma} \). \( d_s \) \((i = 1-7)\) are the constants solved by using the boundary conditions as follows:
\[ d_4 = \frac{B(N_{at} + p) - AM_{at}}{A \left( \frac{BE}{x_1} + \frac{DE}{L} \right)} \]
\[ d_6 = \frac{E(N_{at} + p) - C(M_{at} + M_{st})}{C \left( \frac{DE}{x_1} + \frac{DE}{L} \right)} \]
\[ d_3 = Bk_3 - Ak_5 \]
\[ d_5 = \frac{k_2^2 \sin(k) \left( \frac{DE}{x_1} + \frac{DE}{L} \right) - B \left( \frac{DE}{x_1} + \frac{DE}{L} \right) \]}
\[ d_1 = -d_4, \quad d_2 = -d_1 - d_3 \sin(k) - d_4 \cos(k), \quad d_7 = \frac{-\beta k}{\alpha_1} d_3, \]
\[
\text{with} \quad k_3 \quad \text{and} \quad k_5 \quad \text{defined as}
\]
\[
k_3 = N_{at} + p + \left( \frac{AB}{x_1} + \frac{B}{L} \right) k^2 \cos(k) d_4 - A d_6,
\]
\[
k_5 = M_{at} + \left( \frac{BB}{x_1} + \frac{D}{L} \right) k^2 \cos(k) d_4 - B d_6.
\]
If \( \gamma < 0 \) (also \( \alpha > 0 \)), which indicates the beam under tension, the solutions are now changed as
\[
V_{a2} = f_1 + f_2 \cosh(\alpha k) + f_3 \sinh(\alpha k) + f_4 \cosh(\alpha k), \quad (35)
\]
and
\[
U_{a2} = \frac{\beta \alpha}{\alpha_1} \left[ f_3 \cosh(\alpha k) + f_4 \sinh(\alpha k) + f_5 \cosh(\alpha k) + f_7. \quad (36)\right.
\]
Now \( k \) is redefined as \( k = \sqrt{-\gamma} \). Constants \( f_i \) (\( i = 1\)–\( 7 \)) are also solved by using the boundary conditions as follows
\[
f_4 = d_4, \quad f_6 = d_6, \quad f_3 = \frac{Bk_3 - Ak_5}{k_2^2 \sinh(k) \left( -A \left( \frac{DE}{x_1} + \frac{DE}{L} \right) + B \left( \frac{DE}{x_1} + \frac{DE}{L} \right) \right)}.
\]
\[
f_5 = \frac{k_3^2 \sinh(k) \left( -A \left( \frac{DE}{x_1} + \frac{DE}{L} \right) + B \left( \frac{DE}{x_1} + \frac{DE}{L} \right) \right)}{2 \left[ -A \left( \frac{DE}{x_1} + \frac{DE}{L} \right) + B \left( \frac{DE}{x_1} + \frac{DE}{L} \right) \right]},
\]
\[
f_1 = -f_4, \quad f_2 = -f_1 - f_3 \sinh(k) - f_4 \cosh(k), \quad f_7 = \frac{-\beta \alpha}{\alpha_1} f_3.
\]
\[
\text{with} \quad k_3' \quad \text{and} \quad k_5' \quad \text{defined as}
\]
\[
k_3' = N_{at} + p + \left( \frac{AB}{x_1} + \frac{B}{L} \right) k^2 \cosh(k) f_4 - A f_6,
\]
\[
k_5' = M_{at} - \left( \frac{BB}{x_1} + \frac{D}{L} \right) k^2 \cosh(k) f_4 - B f_6.
\]
To compare the solutions of the linear equations \((v_{a1} \text{ and } u_{a1})\) derived from kinematic assumption 1 and those of the linear parts of the equations derived from kinematic assumption 2 or 3 \((V_{a2} \text{ and } U_{a2})\), the beam length \( L \) is taken as 1 m for the statement convenience. Thus, the dimensional and dimensionless deflections derived from the same equations have the same values. Here the other related parameters are taken as
\[
\frac{E}{\alpha_1} = 3.78 \times 10^{10} \text{ Pa}, \quad E = 78.5 \times 10^{10} \text{ Pa},
\]
\[
\alpha_1 = 0.4 \times 10^{-6} \text{ C}^{-1}, \quad \alpha_2 = 6.61 \times 10^{-6} \text{ C}^{-1}.
\]
\[
b = 0.01 \text{ m}, \quad h_1 = 0.02 \text{ m}, \quad h_2 = 0.00 \text{ m},
\]
\[
h_3 = 0.02 \text{ m}, \quad h_4 = 0.02 \text{ m}.
\]
In this paper, we directly change the parameters \( h_s \) (\( i = 1\)–\( 4 \)) to study the composite beam, which are determined by the beam dimensions \((b, b_1, b_2 \text{ and } H_s)\). And the relationship between \( H_s \) and \( h_s \) is shown in Figs. 1 and 2. The normal procedure is to give the beam dimensions first and then compute \( h_s \). But this will not be convenient for our study. Because \( b_1 \) and \( b_2 \) are also the parameters to determine \( h_1 \) in Eq. (1) and \( b = b_1 + 2b_2 \), once \( b \) and \( h_s \) (or \( H_s \)) are given, \( b_1 \) (or \( b_2 \)) can be computed from Eq. (1), accordingly.
As shown in Figs. 3 and 4, the solutions of \( v_{a1} \) are always smaller than those of \( V_{a2} \) (because \( L = 1 \text{ m} \), dimensional \( v_{a1} \) and dimensionless \( V_{a1} \) have the same value). The reason is that in the governing equations for \( v_{a1} \), the axial compression, which reduces the bending stiffness of the beam, is not incorporated. In Fig. 3, \( p = 0 \text{ N} \) and \( \Delta T = 10 \text{ C} \), in which only a small amount of thermal compression is exerted. In Fig. 4, relatively much larger compression is exerted. The mechanical compression force is \( p = -2000 \text{ N} \), which is about 8% of the buckling load and \( \Delta T = 30 \text{ C} \) the two analytical solutions of the linear equations, \( v_{a1} \) and \( V_{a2} \), have already shown very significant difference.

### 3.2. Numerical methods and results of the nonlinear equations

To solve the nonlinear Eqs. (24) and (25), \( U \) and \( V \) are assumed to have the following expansions:
\[
U = \sum_{i=1}^{n} a_i \sin(i \pi z) + U_{a2}, \quad (37)
\]
Comparison of two analytical solutions at $\Delta T = 30$, $p = -2000$ N.

$V = \sum_{i=1}^{n} b_i \sin(\pi \zeta) + V_{a2}$. \hspace{1cm} (38)

Here $n$ is mode number. $U_{a2}$ and $V_{a2}$ have two roles. First, they are the solutions of the beam axial displacement and the transverse displacement of the linear theory. The other sine terms in the Galerkin series behave mathematically like the perturbation terms to rectify $U_{a2}$ and $V_{a2}$ for the nonlinear governing equations. Second, their very existence makes $V$ and $U$ to satisfy boundary conditions. Now if $n \sin(\pi \zeta)$ times Eqs. (24) and (25) and integrates from 0 to 1, the following equation is obtained after some simple manipulations:

\[
\begin{align*}
\int_{0}^{1} \sin(n \pi \zeta) \left[ \beta V_{\zeta \zeta \zeta} - \alpha_1 U_{\zeta \zeta} - \eta V_{\zeta \zeta} - \beta \left(V_{\zeta \zeta}^2 + \frac{1}{2} V_{\zeta \zeta}^2 \right) \right] d\zeta &= 0 \\
\int_{0}^{1} \sin(2n \pi \zeta) \left[ \beta V_{\zeta \zeta \zeta} - \alpha_1 U_{\zeta \zeta} - \eta V_{\zeta \zeta} - \beta \left(V_{\zeta \zeta}^2 + \frac{1}{2} V_{\zeta \zeta}^2 \right) \right] d\zeta &= 0 \\
& \vdots \\
\int_{0}^{1} \sin(n \pi \zeta) \left[ \beta V_{\zeta \zeta \zeta} - \alpha_1 U_{\zeta \zeta} - \eta V_{\zeta \zeta} - \beta \left(V_{\zeta \zeta}^2 + \frac{1}{2} V_{\zeta \zeta}^2 \right) \right] d\zeta &= 0 \\
\int_{0}^{1} \sin(2n \pi \zeta) \left[ \beta V_{\zeta \zeta \zeta} - \alpha_1 U_{\zeta \zeta} - \eta V_{\zeta \zeta} - \beta \left(V_{\zeta \zeta}^2 + \frac{1}{2} V_{\zeta \zeta}^2 \right) \right] d\zeta &= 0 \\
& \vdots \\
\int_{0}^{1} \sin(n \pi \zeta) \left[ V_{\zeta \zeta \zeta} - \beta U_{\zeta \zeta} - \alpha V_{\zeta \zeta} - \eta \left(U_{\zeta \zeta} V_{\zeta} + U_{\zeta \zeta} V_{\zeta} + \frac{1}{2} V_{\zeta \zeta} V_{\zeta} \right) \right] d\zeta &= 0 \\
\end{align*}
\hspace{1cm} (39)

If plugging $U$ and $V$ expansions of Eqs. (37) and (38) into Eq. (39), the previous nonlinear differential equations are now transformed into the set of polynomials of $a_i$ and $b_i$. It is a set of $2n$ equations for $2n$ unknowns ($a_i$ and $b_i$, $i = 1, 2 \ldots n$). The solutions are obtained by using Newton–Rhapson iteration method.

The nonlinear effect depends on how large the beam deflects. One fact is also noticed that in both Eqs. (24) and (25), all nonlinear terms are governed by one coefficient $\eta$. $\eta$ is the parameter related to $g_0$, temperature and the coefficients of thermal expansion. Increasing the compression load has two effects. The first is to reduce the structural stiffness, thus to enlarge deflection. The other is to increase parameter $\eta$, which increases the nonlinear influence on the structural deflection. Increasing compression makes the difference enlarge between nonlinear and linear solutions. In Figs. 5 and 6, we show how such difference between nonlinear and linear solutions enlarges as $\Delta T$ changes.
varies. The linear solution is $V_{a2}$ (at $\xi = \frac{1}{2}$) of Eq. (33) for the compressive load case, which physically is the deflection of the midspan. In Figs. 5 and 6, $p$ is fixed as $-15,000$ and $-25,000$ N, respectively.

3.3. The influences of the shift of SMA layer from the neutral axis and SMA layer thickness on the deflection

If the SMA thickness is fixed, the SMA layer shift from the neutral axis will increase the moment (both mechanical and thermo-mechanical) exerted on the beam if the loadings are keep unchanged. This makes the beam to bend more. Keep the SMA layer thickness $H_2$ fixed at 0.02 m. The following three cases are compared. Case 1: $h_2 = -0.01$ m (SMA layer is in the center of the beam, the symmetric beam). Case 2: $h_2 = -0.005$ m, case 3: $h_2 = 0$ m. Cases 2 and 3 are the asymmetric beams. When the SMA layer is in the center, the mechanical and thermo-mechanical stresses are symmetrically distributed on the cross-section; thus no moment is generated. As a result, the beam remains straight. More the SMA layer is shifted away from the neutral axis, more the moment due to asymmetry is generated. Then the beam bends more. In Fig. 7, this effect is well reflected. Mechanical load $p$ and thermo-mechanical load both enlarge the deflections of the three cases.

If $H_3 = 0.02$ m is fixed change the thickness of the SMA layer ($H_2$) from 0.005 m to 0.01 m to 0.02 m. The increment of the thickness has two effects on the deflection. Because Young’s moduli of SMA and epoxy are different (here $E_s > E_c$), the first effect of increasing the SMA thickness is to increase the whole beam bending stiffness. At the same time, it also makes the parameter $B$ bigger. So the second effect is that at the same temperature, more moment is generated. These two effects compete to determine whether the beam bends more or less. For this competition, the difference between epoxy and SMA Young’s moduli is vital. For the first scenario we study here, Young’s moduli for epoxy and SMA are taken as $E_c = 3.78 \times 10^{10}$ Pa, $E_s = 78.5 \times 10^{10}$ Pa, in which there is a very large difference between Young’s Moduli of the two materials. The result is that the case with $H_2 = 0.02$ m bends less than the case with $H_2 = 0.01$ m.

Fig. 6. The deflection comparison of linear and nonlinear solutions when $p = -25,000$ N as $\Delta T$ changes.

Fig. 7. The study of asymmetry influence on the beam deflection. The three cases have the different deviations from the neutral axis. Case 1 is the symmetric one, which has no deviation.
though it has larger bending moment, but its bigger bending stiffness counteracts for that. In a word, the increment of the bending moment is less than the increment of the bending stiffness as the SMA layer thickness increases. The results are shown in Fig. 8 and hold for both $p = 0$ N and $p = -2000$ N cases as $\Delta T$ increases from 0 to 50 °C. For this scenario of the very large difference in Young’s moduli of the two materials, increasing the thickness will not necessarily increase the deflection.

If Young’s moduli for epoxy and SMA are $E_c = 53.78 \times 10^{10}$ Pa, $E_s = 78.5 \times 10^{10}$ Pa, then the two materials Young’s moduli are close to each other. For this scenario, the results are shown in Fig. 9 for both $p = 0$ N and $p = -2000$ N cases with $\Delta T$ increasing. For this scenario of the materials with much less difference in Young’s modulus, the bending moment increases faster than the bending stiffness when the SMA layer thickness increases. Increasing SMA layer thickness means more deflection for this scenario.

Fig. 8. The study of SMA thickness influence on the beam deflection. For this study, there is relatively large difference in Young’s moduli of SMA and epoxy.

Fig. 9. The study of SMA thickness influence on the beam deflection. For this study, there is relatively a small difference in Young’s moduli of SMA and epoxy.
The best way to analyze the influence of the competition between bending moment and stiffness on the deflection for the different SMA layer thicknesses is to analyze the derivatives of \( V_{a2} \). As \( V_{a2} \) is the function with the multi-variables, the derivatives of \( V_{a2} \) with respect to thickness, temperature and \( h_2 \) are numerically computed and are shown in Fig. 10, respectively. \( h_2 \) is the parameter indicating the distance between the SMA layer lower edge and the neutral axis. In Fig. 10, \( E_c = 3.78 \times 10^{10} \) Pa, \( E_s = 78.5 \times 10^{10} \) Pa, \( p = 0 \) N and \( H_3 = 0.02 \) m. The first plot in Fig. 10 shows that \( \frac{\partial V_{a2}}{\partial H_2} \), the deflection derivative with respect to the SMA layer thickness (\( H_2 \)) goes from the negative to the positive numbers. Because the deflection of the beam is a negative value, the positive derivative is to reduce the magnitude of deflection. This positive derivative value scenario is also reflected in Fig. 8. For both \( \frac{\partial V_{a2}}{\partial \Delta T} \) and \( \frac{\partial V_{a2}}{\partial h_2} \) shown in the 2nd and 3rd plots of Fig. 10, the derivatives are always negative, which means increasing either \( \Delta T \) or \( h_2 \) can only increase the beam deflection magnitude.

4. Buckling, post-buckling analysis and finite element method

4.1. A brief discussion on the usage of Galerkin method in buckling and post-buckling analysis of a composite beam

Compared with Rayleigh–Ritz method, Galerkin method (also called method of weighting functions) is to minimize the sequence consisting of admissible functions rather than comparison functions [25,26]. In Galerkin method, the boundary conditions information is included in the expansion series. The expansion series usually are the mode shapes. Sine expansion series are actually the mode shapes derived from the linear vibration equation of the homogeneous pinned-pinned beam, which is a self-adjoint system. As the expansion forms shown in Eqs. (37) and (38), the sine function, which is derived from the governing equation of a self-adjoint system, is guaranteed to the admissible function. Eqs. (37) and (38) are

\[
U = \sum_{i=1}^{n} a_i \sin(i\pi \zeta) + U_{a2}, \tag{37}
\]

and

\[
V = \sum_{i=1}^{n} b_i \sin(i\pi \zeta) + V_{a2}. \tag{38}
\]

For both Rayleigh–Ritz method and Galerkin method, the expansion functions of comparison function or admissible function are needed to satisfy the boundary conditions. Without \( U_{a2} \) and \( V_{a2} \) in \( U \) and \( V \) expansions, the sine terms in \( U \) and \( V \) will lead to the boundary conditions that the moments at the ends are zero, which is only true for the symmetric beam case. With \( U_{a2} \) and \( V_{a2} \) in Eqs. (37) and (38), the boundary conditions of both the symmetric and the asymmetric cases can be...
satisfied, which is discussed before. While $U_{a2}$ and $V_{a2}$ are the solutions of the linear equations, which become singular at buckling. The singularity of $U_{a2}$ and $V_{a2}$ prevents us from using Galerkin method for the post-buckling analysis. In the text that follows, a discussion is made on the singularity.

Eqs. (24) and (25) are well suitable for the buckling and post-buckling analysis. While if the equations above are discretized by Galerkin method as Eq. (39), then there is some numerical difficulty in the post-buckling analysis. Let us analyze the solution form to find out why. For the buckling and post-buckling analysis, the axial force in both Eqs. (24) and (25) is compressive, i.e., $\gamma < 0$. So for the transverse displacement $V$, the solution of Eq. (33) is the solution form for $V_{a2}$ and Eq. (33) is

$$V_{a2} = d_1 + d_2 \zeta + d_3 \sin(k \zeta) + d_4 \cos(k \zeta).$$

The constant $d_3$ is defined before as

$$d_3 = \frac{Bk_3 - Ak_1}{k^2 \sin(k)[A \frac{\beta^2}{\nu_1} + \frac{\nu_1}{\nu_2}] - B \left( \frac{\beta^2}{\nu_1} + \frac{\nu_1}{\nu_2} \right)}$$

$k = \sqrt{\gamma}$. So if $\gamma = n^2 \pi^2$ ($n$ is an integer), then $d_3$ is singular. For symmetric beam of $B = 0$, we can directly use the above equation to find the buckling load. For symmetric beam

$$\gamma = -\alpha = n^2 \pi^2$$

where $\alpha$ as defined before is directly related with the axial loads. This is the exact solution of the buckling load values (here they are dimensionless) derived from the classical buckling analysis for the pinned-pinned beam under compression [27,28]. $n^2 \pi^2$ is the lowest buckling load value. The reason that the axial displacement $U$ does not affect the buckling load at all for the symmetric beam is that when $B = 0$ (also $\beta = 0$), Eqs. (26) and (27) are uncoupled. When $\beta = 0$, Eq. (27) is the governing equation for the classical buckling analysis [27,28]. For the asymmetric beam ($\beta \neq 0$), the singularity condition is

$$\gamma = -\frac{2}{1 - \frac{\nu_1}{\nu_2}} = n^2 \pi^2$$

The asymmetry here actually plays the same role as the geometric imperfection plays in the classical buckling analysis though there is some difference in their governing equations. For straight/symmetric beam, or say, the beam without imperfection, the beam remains straight (no deflection) before and upon the buckling during the compressive loading. For the asymmetric beam or say the beam with imperfection (unstraight beam), the beam deflects instantly once there is axial loading.

So it is clear now that as the compressive load reaches the buckling value, $V_{a2}$ becomes singular. This singularity property can be used for buckling analysis to predict buckling load. $V_{a2}$ is a solution of linear equations and the linear analysis results in the singularity at buckling. Physically, as exhibited by the nonlinear analysis, the buckling beam continuously deflects in post-buckling region with the finite magnitude. So the Galerkin method used here cannot be applied to post-buckling region due to the singularity of $V_{a2}$. For the compressive load less than the buckling load, Galerkin method used here performs well and Galerkin method should be restricted in pre-buckling region.

The way out is to seek other discretization methods. As the analysis shown in Section 2, our approach actually is to model the composite beam as “stressfully equivalent” [17,18] homogeneous beam and the numerical difficulty is due to the singularity of one expansion term in Galerkin method. The mode shape of the composite beam can be very different from that of homogeneous beam due to coupling. Banerjee shows an example of how complex and different the mode shapes of a composite beam can be compared with those of a homogeneous beam [29]. Those mode shapes of the composite beam may avoid the singularity of the expansion terms in Galerkin method. For such composite beam mode shape analysis, it is beyond the scope of this paper. In this paper, finite element (FE) method is adopted to avoid such singularity problem in numerical computation.

4.2. Finite element analysis for the composite beam post-buckling analysis

Galerkin method used here needs $V_{a2}$ as an expansion term and it blows up at buckling load. As a discretization method, FE method can avoid such numerical problem. In Galerkin method, the boundary condition information is included in the expansion functions. While for FE method, it is to deal with the nodes at the ends to enforce the boundary conditions. And for the linear FE analysis, the boundary condition can be directly enforced during the (stiffness, mass, damping, etc.) matrices assembling. The interpolation function of FE method is polynomial. The singularity due to enforcing the boundary conditions in Galerkin method does not exist in FE method. For FE method, the potential energies in SMA layer and epoxy remain the same as those of

$$U s = \frac{1}{2} \int_0^L \int_{A_M} E_s (\epsilon - \alpha_s \Delta T) + \sigma e dA_M dx,$$  \hspace{1cm} (16)

and

$$U c = \frac{1}{2} \int_0^L \int_{A_c} E_c (\epsilon - \alpha_s \Delta T) \epsilon dA_c dx.$$  \hspace{1cm} (17)

By applying the principle of minimum potential energy (PMPE, $\delta U = \delta U_c + \delta U_s = 0$) and plugging the $\epsilon$ of kinematic assumption 2, the following integral equation is obtained:
\[ \delta U = \delta U_c + \delta U_s = \frac{E_c}{2} \int_0^L \int_{A_i} \left\{ 2g_0 \delta u_x + 2u_x \delta u_x + 2g_0 \delta v_x + v_x^2 \delta u_x + 2u_x v_x \delta v_x + v_x^2 \delta v_x - 2y \left( g_0 + u_x + \frac{v_x^2}{2} \right) \delta v_{xx} \\
- 2y v_x \left( \delta u_x + v_x \delta v_x \right) + 2y^2 v_x \delta v_{xx} - \alpha \Delta T \left( \delta u_x + v_x \delta v_x - y \delta v_{xx} \right) \right\} \, dA \, dx + \frac{E_s}{2} \int_0^L \int_{A_i} \left\{ 2g_0 \delta u_x + 2u_x \delta u_x + 2g_0 \delta v_x + v_x^2 \delta u_x + 2u_x v_x \delta v_x + v_x^2 \delta v_x - 2y \left( g_0 + u_x + \frac{v_x^2}{2} \right) \delta v_{xx} - 2y v_x \left( \delta u_x + v_x \delta v_x \right) + 2y^2 v_x \delta v_{xx} - \alpha \Delta T \left( \delta u_x + v_x \delta v_x - y \delta v_{xx} \right) \right\} \, dA \, dx + \frac{1}{2} \int_{A_i} \sigma_p \left( \delta u_x + v_x \delta v_x - y \delta v_{xx} \right) \, dA \, dx = 0 \quad (40) \]

Unlike Galerkin method, which operates two more integrations by parts procedures after the variational operation, the integral Eq. (40) for FE analysis is obtained only after one variational operation. For FE method, the following polynomial interpolation functions are introduced [30]:

\[
B_1 = 1 - \zeta, \quad B_2 = \zeta, \\
N_1 = 1 - 3\zeta^2 + 2\zeta^3, \quad N_2 = L_\zeta \zeta(1 - 2\zeta + \zeta^2),
\]

and

\[
N_3 = \zeta^2(3 - 2\zeta), \quad N_4 = L_\zeta \zeta^2(\zeta - 1).
\]

with \( \zeta = \frac{x}{L} \), \( L_\zeta \) is the element length. Now the axial and transverse displacements \( H^T = (u, v) \) (superscript T for transpose) in one element are approximated as

\[
\tilde{H} = \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} B_1 & 0 & 0 & B_2 & 0 & 0 \\ 0 & N_1 & N_2 & 0 & N_3 & N_4 \end{pmatrix} \begin{pmatrix} u_1 \\ v_1 \\ \theta_1 \\ u_2 \\ v_2 \\ \theta_2 \end{pmatrix}
\]

(41)

where \( u_i, v_i, \theta_i \) \((i = 1, 2)\) are the nodal axial displacement, transverse displacement and rotation angle of the element, respectively. Plug these interpolation functions forms of \( u \) and \( v \) into Eq. (40), the FE equation of \( u_i, v_i, \theta_i \) is derived. For \( n \) elements (thus \( n + 1 \) nodes), there are \( 3 \times (n + 1) \) equations for \( 3 \times (n + 1) \) unknowns of \( u_i, v_i, \theta_i \) \((i = 1, n + 1)\). Newton–Rhapson method is also used here to solve Eq. (40). If linear analysis that only constant and linear terms are kept in Eq. (40), then LU decomposition method is applied for this linear algebra problem solution.

### 4.3 Results and discussion of buckling and post-buckling analysis

Here as the recovery stress is incorporated, we assume that the ambient temperature is 0 °C and thus \( T = \Delta T \) for the statement convenience. In Fig. 11, a comparison of FE linear and nonlinear solutions with the analytical solution is made as \( T \) changes. The beam is asymmetric with the parameters \( L = 1 \) m, \( h_1 = 0.00149 \) m, \( h_2 = 0.00151 \) m, \( h_3 = 0.002 \) m, \( h_4 = 0.002 \) m. In Fig. 11, it is shown that both FE linear solution and analytical solution blow up around the buckling temperature of the symmetric beam (in Fig. 11, only the part of linear solution with the small magnitude is shown). It is noticed that after buckling, both FE linear solution and analytical solution change signs, while the nonlinear solution changes continuously. The sign change around the buckling point misses one solution of the composite beam as the linear analysis can no longer be valid after buckling. That is also another reason why the Galerkin expansion form cannot be applied in post-buckling analysis. For all the analyses in this buckling and post-buckling analysis section, \( E_s = 20.5 \times 10^{10} \) Pa and \( E_c = 53.78 \times 10^{10} \) Pa.

For comparison purpose, the fourth order differential equation of classical buckling analysis is given as follows [28]:

\[ E_I \nu_{xx} - P \nu_{xx} = 0 \]  

(42)

where \( E_I \) is the effective bending stiffness of the composite beam, here it is \( D, P \) is the effective axial load, including the mechanical, thermo-mechanical forces and the force

![Fig. 11. The comparison of FE linear, nonlinear solutions and analytical solutions of the asymmetric beam. The beam parameters here are \( L = 1 \) m, \( h_1 = 0.00149 \) m, \( h_2 = 0.00151 \) m, \( h_3 = 0.002 \) m, \( h_4 = 0.002 \) m.](image-url)
due to SMA phase transformation, \( P_c > 0 \) is tensile and \( P_c < 0 \) is compressive. Eq. (42) can be rewritten as

\[
\dot{\varepsilon}_{xx} = \left( \frac{P - \Delta T}{2} (E_i \varepsilon_{AM} + E_c \varepsilon_{Ac}) + \frac{\sigma_p A_M}{2} \right) v_{xx} = 0
\]  

(43)

The recovery stress \( \sigma_p \) (Pa) is taken from the experimental data of Cross et al. [7] and approximated as the following

\[
\sigma_p = \begin{cases} 
3.5 \times 10^6 (T - 32.5) & \text{if } 32.5 \leq T < 42.5 \degree C \\
6.57 \times 10^6 (T - 42.5) + 3.5 \times 10^7 (T - 32.5) & \text{if } 42.5 \leq T < 73.5 \degree C \\
0.884 \times 10^6 (T - 73.5) + 2.3867 \times 10^5 T & \text{if } T \geq 73.5 \degree C 
\end{cases}
\]

(44)

For different initial conditions and processing (heating or cooling down), the recovery stress can be different. Clearly the recovery stress given above has three stages (different slopes) for the experimental data of the recovery stress given by Cross et al. [7]. The multi-stage phenomenon is one of the characteristics of SMA recovery stress. It is a common phenomenon for the composite beam with the SMA layer to get buckled, unbuckled and rebuckled during heating process [9]. This multi-stage change of the recovery stress and its competition with the (compressive) thermal load are responsible for this phenomenon. For the straight symmetric pinned-pinned beam (beam without imperfection), the lowest buckling load is [28]

\[
P_b = -\frac{\pi^2 D}{L^2}.
\]

(45)

By plugging in the expression of \( P_c \) and \( P_c = P_b \) at buckling, we obtain

\[
P_c = p - \frac{\Delta T}{2} (E_i \varepsilon_{AM} + E_c \varepsilon_{Ac}) + \frac{\sigma_p A_M}{2} = P_b.
\]

(46)

which indicates the interaction and relation of the mechanical, thermo-elastic forces and the force due to phase transformation at buckling. Before we show the buckling, unbuckling and re-buckling phenomenon as the temperature changes and the SMA layer recovery stress is activated, we show the competition between the tensile recovery stress and compressive thermal stress of Eq. (46) in Fig. 12. In Fig. 12, the beam has the following dimensions: \( L = 0.457 \text{ m}, b = h_1 = 0.025 \text{ m}, h_2 = h_3 = 0.0015 \text{ m}, h_4 = 0.002 \text{ m} \) and it is a straight symmetric beam. \( T_{cr} \) is the buckling temperature of the beam with no SMA layer embedded and no mechanical loading exerted case. \( P_{cr} \) is the mechanical buckling of the beam with no SMA layer embedded and \( T = 0 \degree C \) case. The beam with no SMA layer has the dimensions of \( L = 0.457 \text{ m}, b = 0.025 \text{ m} \) and the thickness of 0.004 m. \( T_{cr} = 23.1 \degree C \) and \( P_{cr} = -3388.65 \text{ N} \). \( P \) is the additional mechanical load needed for the buckling. For the beam with no SMA layer, it is a straight line with the slope of \(-1\). For the composite beam with the SMA layer embedded, the curve is quite different because the SMA layer is activated. As the nonlinear FE analysis shown in Fig. 13, the beam with the SMA layer experiences buckling (post-buckling), unbuckling, and buckling (post-buckling) again. In Fig. 13, all the beam dimensions are shown which are the same as those shown in Fig. 12 and the thermo-mechanical load \( p \) is 0 N. From Eq. (46), three analytical “buckling” temperatures when \( p = 0 \text{ N} \) can be easily calculated as \( T_1 = 28.78 \degree C, T_2 = 39.66 \degree C, T_3 = 167.34 \degree C \), which are exactly matched by our FE results. Here \( T_1 \) and \( T_3 \) are the actual buckling temperatures and \( T_2 \) is the unbuckling temperature when the beam is heating up. If cooling down,
$T_1$ and $T_3$ are the unbuckling temperatures and $T_2$ is the buckling temperature. The first buckling is an ordinary buckling, it is purely due to the thermo-mechanical compressive force. In Fig. 13, it is shown that after SMA is activated at $T = 32.5\, ^\circ\text{C}$, the post-buckling curve begins to drop down (the deflection magnitude reduces) because the recovery stress is tensile. During the first two stages, the recovery stress increases faster than the thermo-mechanical compressive stress; the curve keeps dropping down and reaches zero when the total force in the beam is less than the critical compression load. At stage 3, SMA recovery stress increases slower than the thermal–mechanical stress. The beam begins to accumulate compression again. At $T_3$, the force reaches the critical buckling compression load again, then it buckles. This exact behavior is also shown in Turner’s paper [9].

The buckling, unbuckling and buckling again phenomenon may not take place for some composite beam configurations. Whether the phenomenon takes place is dependent on the competition between the compressive thermo-mechanical stress and the tensile SMA layer recovery stress. In Fig. 14, the beam dimensions are $L = 0.457$ m, $b = h_1 = 0.025$ m, $h_1 = h_2 = 0.0015$ m, $h_3 = h_4 = 0.0022$ m. Thus compared with the previous beam with the thickness of 0.004 m, now the thickness is 0.0044 m. The dimensions of the beam with no SMA layer are $L = 0.457$ m, $b = 0.025$ m and the thickness of 0.0044 m, which buckles at $T_{cr} = 28.05\, ^\circ\text{C}$ when $p = 0$ N and $P_{cr} = -4510.3$ N when $T = 0\, ^\circ\text{C}$. In Fig. 14, it is seen that the composite beam with the SMA layer can only buckle at $T = 148.25\, ^\circ\text{C}$ ($T/T_{cr} \approx 5.25$) if no additional external mechanical load is exerted on the beam. Fig. 15 shows is the beam buckling and post-buckling plots as $T$ changes and $p$ is fixed as 0 N. For the different configurations, the composite beam can have the dramatically different buckling and post-buckling responses when the beam is heated and the SMA is activated.

In Fig. 16, the asymmetric beam deflection as $T$ changes is shown. Two cases are shown for comparison. In Fig. 16, the two asymmetric cases have the following parameters:

![Fig. 14. The relation of buckling compression and temperature of the symmetric composite beam with and without the SMA layer. The beam parameters here are the same as those in Fig. 14.](image1)

![Fig. 15. The post-buckling behavior of the symmetric composite beam with the SMA layer. The beam parameters here are the same as those in Fig. 14.](image2)

![Fig. 16. The comparison of two asymmetric beam cases with the SMA layer. The beam has the same SMA and epoxy layer size as those in Fig. 14 but the different SMA layer locations.](image3)
Asymmetric case 1: \( L = 0.457 \, \text{m}, \, h_1 = 0.001496 \, \text{m}, \)
\( h_2 = 0.00154 \, \text{m}, \, h_3 = h_4 = 0.002 \, \text{m}. \)
Asymmetric case 2: \( L = 0.457 \, \text{m}, \, h_1 = 0.00149 \, \text{m}, \)
\( h_2 = 0.00151 \, \text{m}, \, h_3 = h_4 = 0.002 \, \text{m}. \)

Compared with the symmetric case, there is one more small peak in the asymmetric case. For the symmetric case, as far as the compression load is less than the buckling load, there is no deflection. But for the asymmetric case, the moment due to eccentricity/asymmetry is always there and so is the deflection. When the beam is heated, the whole beam is under compression. In this case, since the epoxy has larger Young’s modulus, the compressive force in epoxy layer is larger than that in the SMA layer. The bending moment is pointing inside (clockwise). The beam bends up. At this stage, moving the SMA layer more away from the center will have more bending moment and less stiffness for the beam. Because the SMA layer here has less Young’s modulus than that of the epoxy, the configuration of having the SMA layer with smaller Young’s modulus further away from the center will have smaller stiffness for the whole beam. At this stage, larger eccentricity produces larger deflection. Before SMA is activated, the increase of the bending moment and compressive thermo-mechanical force drives the beam deflection to increase. When the SMA layer is activated, the tensile recovery stress is generated. The recovery stress reduces the compression forces in both SMA and epoxy layers. As a result, the bending moment is reduced, so is the deflection. After the beam is unbuckled, the tensile recovery stress still increases faster than the compressive thermo-mechanical stress. At this stage, the whole structure is in tension. In the SMA layer, the tension is larger. With the temperature increasing, the recovery stress increases, so is the bending moment. After the deflection reaches the minimum, the deflection keeps increasing again. Soon the deflection is down again because the beam stiffness also increases due to the contribution of the tensile recovery stress. When the beam stiffness increases faster than the moment, the deflection drops down. At the same time, the recovery stress slows down and at last is surpasses by the compressive thermo-mechanical stress. At the last stage, the increase of bending moment surpassed the stiffness. The deflection begins to increase again. Also at the last stage, the deflections of the two asymmetric cases cross each other around the second buckling temperature for the symmetric beam. After the crossing, the beam with more eccentricity has less deflection. More eccentricity means more bending moment, but at this stage it also means more stiffness. Unlike the case at the beginning, though SMA has less Young’s modulus, now it has the large tensile recovery stress. At this stage, the beam stiffness overcomes and surpasses the bending moment increment.

But in Fig. 17, it is seen that the beam stiffness overcomes some increment of bending moment due to eccentricity but does not surpass it. So for this scenario, more eccentricity still means more deflection. The parameters shown in Fig. 17 are

Asymmetric case 1: \( L = 0.457 \, \text{m}, \, h_1 = 0.001496 \, \text{m}, \)
\( h_2 = 0.00154 \, \text{m}, \, h_3 = h_4 = 0.002 \, \text{m}. \)
Asymmetric case 2: \( L = 0.457 \, \text{m}, \, h_1 = 0.00149 \, \text{m}, \)
\( h_2 = 0.00151 \, \text{m}, \, h_3 = h_4 = 0.002 \, \text{m}. \)

The configuration (and thus the volume fraction) of SMA shown in Figs. 16 and 17 is different. It is noticed that there are two peaks in Fig. 16 for each asymmetric case and there is only one peak in Fig. 17 for each asymmetric case.

5. Dynamic properties: free and forced vibration

5.1. Equations of motion for free vibration and natural frequency analysis

By adding the kinetic energy \( K = \int_0^L \frac{m(a^2 + \dot{\zeta}^2)}{2} \, dx \) and by using Hamilton’s principle \( \delta (K - U_t) = 0 \), \( U_t \) is the total potential energy and \( U_t = U_s + U_c \), equations of motion based on kinematic assumption 3 are derived. The following is the dimensionless form of the equations of motion:

\[
U_t + \beta V_{\zeta\zeta} - \alpha_1 V_{\zeta} = \eta V_{\zeta} + \frac{V_{\zeta}^2 + V_{\zeta}^2}{2}, \tag{47}
\]

and

\[
V_t + V_{\zeta\zeta} - \beta U_{\zeta\zeta} - \alpha U_{\zeta} = \eta \left( U_{\zeta} + U_{\zeta} + V_{\zeta}^2 V_{\zeta} \right). \tag{48}
\]

Here \( \tau = \frac{\dot{t}}{2\pi}, t \) is the real time and \( m \) is the mass per unit length of the beam and \( m = \rho_s A_M + \rho_s A_c, \rho_s \) is the density of SMA and \( \rho_s \) is the density of epoxy. \( A_M \) and \( A_c \) are the SMA and epoxy layer cross-section areas, respectively.

The linear parts of Eqs. (47) and (48) are the undamped coupled equations of motion. There are two ways of
obtaining the natural frequencies from these two equations. One is to directly linearize the two equations, which means that the nonlinear part of equations will not have any influence on the system; thus the nonlinear hardening effect due to the large deflection \[20\] is gone. The other is to locally linearize the two equations at each equilibrium with the different \( p \) and \( T \). For the first approach, the governing equations are

\[
U_{\text{ss}} + \beta V_{\text{ss}} - \alpha U_{\text{ss}} = 0, \tag{49}
\]

and

\[
V_{\text{ss}} + \beta U_{\text{ss}} - \alpha V_{\text{ss}} = 0. \tag{50}
\]

For the second approach, let \( U = \hat{U} + U_e, V = \hat{V} + V_e \) and substitute them into Eqs. (47) and (48), the linearized equations of (47) and (48) around the equilibrium are derived as follows:

\[
\hat{U}_{\text{ss}} + \beta \left[ 1 - \frac{1}{2} (V_e')^2 \right] \hat{V}_{\text{ss}} - \alpha \hat{U}_{\text{ss}} - (\eta V_e' + 2\beta V_e'' V_e') \hat{V}_{\text{ss}} = 0, \tag{51}
\]

and

\[
\hat{V}_{\text{ss}} + \beta \hat{U}_{\text{ss}} - \eta V_e' \hat{U}_{\text{ss}} - \eta V_e'' \hat{U}_{\text{ss}} - (\alpha + \eta U_e' + \frac{3}{2} \eta V_e') \hat{V}_{\text{ss}} = 0. \tag{52}
\]

Here \( U_e, V_e \) are the equilibria which are solved from Eqs. (24) and (25). Physically, \( \hat{U} \) and \( \hat{V} \) are the small perturbations from the equilibria of \( U_e \) and \( V_e \). For the pinned-pinned beam, \( \hat{U} \) and \( \hat{V} \) are expanded in sine series. For both equation sets of Eqs. (49), (50) and Eqs. (51), (52), it is the eigenvalue problem to obtain the natural frequencies. For the expansion with \( n \) terms, a \( 2n \times 2n \) matrix is correspondingly obtained either from Eqs. (49) and (50) or from Eqs. (51) and (52). There are \( n \) natural frequencies for the transverse displacement \( V \) and \( n \) natural frequencies for the axial displacement \( U \).

Fig. 18 shows the comparison of the lowest three natural frequencies obtained from Eqs. (49) and (50) when the compression loads are \( p = 0 \) N and \( p = -20,000 \) N. The beam is symmetric. For the free vibration studied here, all the parameters are taken the same as those in Fig. 7. The increase of compression or \( \Delta T \) reduces the system stiffness. As shown in Fig. 18, the natural frequencies keep decreasing as the two parameters increase. In Fig. 19, a comparison of the transverse frequencies obtained from Eqs. (49) and (50); Eqs. (51) and (52) with \( p = 0 \) N is shown. As expected, the transverse frequencies obtained from Eqs. (51) and (52) are always higher than those of (49) and (50) due to the nonlinear hardening effect.

![Fig. 18](image-url)

Fig. 18. The comparison of the lowest three natural frequencies of transverse displacement at \( p = 0 \) N and \( p = -20,000 \) N computed from Eqs. (49) and (50).
5.2. Forced vibration and system response

For the forced vibration, another term, the external work $W$ due to the external shaking force, is added

$$W = \int_0^L f \sin(\omega t) \delta(x - x_0) \, dx.$$  \hspace{1cm} \text{(53)}$$

where $f$ is the external shaking force amplitude and $\omega$ is the shaking frequency, $t$ is the real time. $\delta(x - x_0)$ here is Dirac Delta function, $x_0$ is the shaking force location. Now Hamilton’s Principle is applied as follows:

$$\delta(K - U_t + W) = 0.$$ \hspace{1cm} \text{(54)}$$

Kinetic energy $K$ and potential energy $U_t$ remain the same as before. In the forced vibration, we focus on the study of the system response as the shaking force changes. FE method is applied here for this study. Young’s moduli for SMA and epoxy are taken as $E_s = 20.5 \times 10^{10}$ Pa and $E_c = 53.78 \times 10^{10}$ Pa, respectively. In Fig. 20, three response cases with and without SMA layer and different temperatures are shown. For the two cases with SMA layer in Fig. 20, SMA is not activated, i.e., no recovery stress is induced. For no SMA layer case, the beam has such dimensions of $L = 0.457$ m, $h_1 = h_2 = 0$ m, $h_3 = h_4 = 0.0022$ m. For the cases with SMA layer, the parameters are $L = 0.457$ m, $h_1 = h_2 = 0.0015$ m, $h_3 = h_4 = 0.0022$ m. $f_{cr} = 155.43$ Hz is the lowest resonance frequency for beam with no SMA layer at temperature $T = 0$ °C. The response in the plot is the largest amplitude of midspan of the beam, which is obtained as the program runs long enough for the system to
reach steady state. The shaking amplitude $f$ is taken as 2.4 and $x_0$ is at the midspan. For the case with no SMA layer, because the epoxy Young’s modulus is larger, the response amplitude is smaller and the resonant frequency is higher. And increasing temperature actually increases the compression, which reduces the system stiffness. This response comparison is clearly shown in the two cases with the SMA layer at different temperatures in Fig. 20.

The temperature not only increases the compression but also activates SMA, which generates tensile force. As shown in Fig. 21, the SMA at $T = 80°C$ is activated and the tensile recovery stress surpasses the compressive thermal stress. As a whole, the system is stiffened. So at $T = 80°C$, the system has higher resonant frequency and lower amplitude than those at $T = 20°C$. In Fig. 21, it is shown that the beam is symmetric. The related parameters are $L = 0.457\text{ m}$, $h_1 = h_2 = 0.0015\text{ m}$, $h_3 = h_4 = 0.0022\text{ m}$. It is worthy pointing out that though there is no damping included, the response amplitude is finite in both Figs. 20 and 21. This is due to the nonlinearity of the governing equations.

6. Summary

This paper gives a comprehensive study on the composite beam with the SMA layer embedded. The study covers the kinematic assumptions, modeling development, equilibrium study, solution discussions (on both linear and nonlinear ones), solution method (FE and Galerkin), buckling, and post-buckling, free vibration and forced vibration. This study uses many numerical and analytical examples to show the influence of modeling and numerical solution method on the computation of the composite beam. Many typical behaviors of composite beam with SMA layer embedded are shown. By analyzing the kinematic assumptions, which are the very start of the mechanics of materials approach to study the composite beam, we show the different kinematic assumption results in different governing equations and solutions. By analyzing the linear and nonlinear solutions, the comparison is shown and the applicability range of linear theory is suggested. We also point out the numerical difficulty of using Galerkin method to study post-buckling behavior by analyzing the expansion terms in Galerkin method. The influence of the other parameters like the SMA layer thickness, shift from the neutral axis, SMA recovery stress on the composite beam equilibrium, post-buckling is also shown. From this comprehensive analysis on the composite beam from the start (the kinematic assumptions) to some typical behaviors (equilibrium, buckling, post-buckling and vibration), many possible reasons causing the difference between the simulation and the real (experimental) data are also explored.
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Appendix

For the two following equations derived from the kinematic assumption 1, the solution procedure is the same as that of Vinson and Sierakowski [23]

$$Bv_{xxx} - Au_{xx} = 0,$$  \hspace{1cm} (18)

and

$$Dv_{xxxx} - Bu_{xx} = 0.$$ \hspace{1cm} (19)

Take one more derivative with respect to $x$ for Eq. (18), and $v_{xxxx}$ and $u_{xxx}$ can be solved by using simple algebra as $v_{xxxx} = 0$ and $u_{xxx} = 0$. Thus $u$ and $v$ have the solution forms of

$$v_{x1} = c_4 x^3 + c_5 x^2 + c_6 x,$$  \hspace{1cm} (31)

and

$$u_{x1} = c_1 x^2 + c_2 x.$$  \hspace{1cm} (32)

$c_3 = 0$ because of boundary conditions.

For the solution of linearized equations of equilibrium derived from kinematic assumption 2 or 3, the procedure...
is very similar. The linear parts of the governing equations derived from kinematic assumption 2 or 3 are the following

\[ \beta V_{\zeta\zeta} - \alpha_1 U_{\zeta\zeta} = 0, \]

\[ \nu_{\zeta\zeta} - \beta U_{\zeta\zeta} - \alpha V_{\zeta\zeta} = 0. \]

(26)

(27)

Take one more derivative of Eq. (26), \( U_{\zeta\zeta} \) is then solved as

\[ U_{\zeta\zeta} = \frac{\beta}{\alpha_1} V_{\zeta\zeta\zeta}, \]

and substitute this into Eq. (27), we have the following equation:

\[ (1 - \frac{\beta^2}{\alpha_1}) V_{\zeta\zeta\zeta} - \alpha V_{\zeta\zeta} = 0. \]

The characteristic equation for the equation above is

\[ \lambda^2 \left( 1 - \frac{\beta^2}{\alpha_1} \right) \lambda^2 - \alpha = 0. \]

Now it is clear for different \( \gamma = \frac{\beta}{\alpha_1}, \) the solution forms change accordingly in Eqs. (33), (34) (35), and (36).
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