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#### Abstract

By the Lie symmetry group, the reduction for divergence-free vector-fields (DFVs) is studied, and the following results are found. A $n$-dimensional DFV can be locally reduced to a ( $n-1$ )-dimensional DFV if it admits a one-parameter symmetry group that is spatial and divergenceless. More generally, a $n$-dimensional DFV admitting a $r$-parameter, spatial, divergenceless Abelian (commutable) symmetry group can be locally reduced to a ( $n-r$ )-dimensional DFV. (C) 1998 Elsevier Science B.V.


## 1. Introduction

Recently, there has been increasing interest in the DFVs that preserve some differential form, see, e.g., Refs. [1,2].

On the basis of the symplectic reduction preserving the Hamiltonian structure [3], we obtain the reduction preserving the divergenceless nature by the Lie symmetry group, i.e. a $n$-dimensional DFV can be locally reduced to a ( $n-1$ )-dimensional DFV when it admits a one-parameter, spatial, divergenceless symmetry group. More generally, a $n$-dimensional DFV admitting a $r$-parameter, spatial, divergenceless Abelian (commutable) symmetry group can bc locally reduced to a $(n-r)$-dimensional DFV. This result is a generalization in the spirit of the symplectic reduction for Hamiltonian systems [3].

Note that our results contain those in Ref. [4,5], and also coincide with the conclusion in Ref. [6]. But our proof is more simple than the one in Ref. [6], and the conditions demanded in this paper are weaker than those in Ref. [6]. More important is that such a
reduction simplifies the study of some nonlinear dynamical systems, see, e.g., Refs. [5,7]. From a theoretical point of view, however, the main shortcoming is the introducing of coordinate systems in our proof because we hope to obtain concrete reduced systems in order to study their dynamics in an application.

## 2. Divergence-free vector-fields and symmetry group

Definition 1. Let $M$ be a $n$-dimensional manifold, and $\Omega$ be a $n$-form on $M$. For any vector-field $F$ on $M$, if $L_{F} \Omega=0$, where $L_{F}$ is the Lie derivative along the flows of $F$, the vector-field is said to preserve the $n$-form $\Omega$.

With the local coordinates $\left(x^{1}, \ldots, x^{n}\right)$ on $M$, consider $\Omega$ as the canonical $n$-form $\Omega=\mathrm{d} x^{1} \wedge \ldots \wedge \mathrm{~d} x^{n}$. Then we have $L_{F} \Omega=\operatorname{div}(F) \Omega$, where
$\operatorname{div} F=\sum_{i=1}^{n} \frac{\partial f_{i}\left(x^{1}, \ldots, x^{n}\right)}{\partial x^{i}}$,
and $F$ is denoted by

$$
\begin{align*}
\frac{\mathrm{d} x^{i}}{\mathrm{~d} t} & =f_{i}\left(x^{1}, \ldots, x^{n}, t\right), \quad\left(x^{1}, \ldots, x^{n}\right) \in M \\
t & \in R, \quad i=1, \ldots, n \tag{2.1}
\end{align*}
$$

Thus saying the vector field $F$ preserves the $n$-form is equivalent to saying $F$ is a divergence-free vectorfield (DFV). We prefer the latter in this paper.

Definition 2. Let $G$ be a Lie group acting on $M \times R$. If $G$ satisfies the following conditions: (i) $G$ is a symmetry group of the system (2.1), (ii) the infinitesimal generator $V$ of $G$ is
$V=\sum_{i=1}^{n} \xi^{i}\left(x^{1}, \ldots, x^{n}\right) \frac{\partial}{\partial x^{i}}$,
then $G$ is called a spatial symmetry group of the system (2.1). Furthermore, if $V$ satisfies the condition
$\sum_{i=1}^{n} \frac{\partial \xi^{i}\left(x^{i}, \ldots, x^{n}\right)}{\partial x^{i}}=0$,
then $G$ is referred to as a spatial, divergenceless symmetry group of (2.1).

Theorem 3. The Lie group $G$ generated by
$V=\sum_{i=1}^{n} \xi^{i}\left(x^{1}, \ldots, x^{n}\right) \frac{\partial}{\partial x^{i}}$
(hereafter denoted by $V=\left(\xi^{1}, \ldots, \xi^{n}\right)$ ) is a spatial symmetry group of the system (2.1) if and only if $[F, V]=0$, where $F=\left(f_{1}, \ldots, f_{n}\right) .[F, V]$ denotes the Lie bracket of $F$ and $V$, defined in coordinates by
$[F, V]_{i}=\sum_{j-1}^{n}\left(f_{j} \frac{\partial \xi^{i}}{\partial x^{j}}-\xi^{j} \frac{\partial f_{i}}{\partial x^{j}}\right), \quad i=1, \ldots, n$.

Proof. This is an easy calculation, applying Theorems 2.36 and 2.71 in Ref. [8].

Theorem 4. Let the system (2.1) admit a oneparameter symmetry group $G$ whose infinitesimal
generator is $V$, then there exists a local transformation of variables defined near the point $(x, t)$ at which $\left.V\right|_{(x, t)} \neq 0$, given by

$$
\begin{align*}
& x^{i}=\eta_{i}\left(y^{1}, \ldots, y^{n}, s\right), \quad t=\varphi\left(y^{1}, \ldots, y^{n}, s\right), \\
& \quad i=1, \ldots, n \tag{2.2}
\end{align*}
$$

such that the system (2.1) becomes
$\frac{\mathrm{d} y^{i}}{\mathrm{~d} s}=g_{i}\left(y^{1}, \ldots, y^{n-1}, s\right), \quad i=1, \ldots, n$,
where $y^{1}, \ldots, y^{n-1}$ and $s$ are a complete set of functional independent invariants of $V$, i.e.
$V\left(y^{i}\right)=0(i=1, \ldots, n-1)$,
$V(s)=0, \quad V(y)^{n}=1$.

Proof. We refer to Theorem 2.66 in Ref. [8].
Remark. Because the right-hand side of the system (2.3) is independent of $y^{n}$, the component $y^{n}$ can be got by quadrature. Thus we call usually the first $n-1$ equations of the system (2.3) a reduced system of (2.1) under $G$.

In particular, when $G$ is a spatial symmetry group, we get the following corollary.

Corollary 5. Suppose $G$ in Theorem 4 is a spatial symmetry group, then for the transformation (2.2) we can take $s=t$ and $\eta_{i}(i=1, \ldots, n)$ are independent of $s$, i.e. $y^{i}(i=1, \ldots, n)$ are independent of time.

Proof. Since $G$ is a spatial symmetry group, the function $t$ is just an invariant of $G$, and we can take $s=t$. Further, since
$V(y)=\sum_{i=1}^{n} \xi^{i} \frac{\partial y}{\partial x^{i}}$,
where $\xi^{i}(i=1, \ldots, n)$ are independent of $t$, the solutions to the equations $V(y)=0$ and 1 are all independent of $t$. This completes the proof.

## 3. Main results and proof

Lemma 6. Suppose there exists a diffeomorphism $\varphi$,
$x^{i}=\varphi_{i}\left(y^{1}, \ldots, y^{n}\right), \quad i=1, \ldots, n$,
under which the system (2.1) becomes
$\frac{\mathrm{d} y^{i}}{\mathrm{~d} t}=g_{i}\left(y^{1}, \ldots, y^{n}, t\right), \quad i=1, \ldots, n$.
Then the following relation is valid,
$\sum_{i=1}^{n} \frac{\partial f_{i}}{\partial x^{i}}=\frac{1}{|J|} \sum_{i=1}^{n} \frac{\partial\left(|J| g_{i}\right)}{\partial y^{i}}$,
where $J$ is the Jacobian matrix of the transformation $\varphi,|J|$ is its determinant.

Proof. Using the properties of the derivative and determinant, after a straightforward and lengthy calculation, one can prove the result.

Theorem 7. Let the vector-field (2.1) be divergencefree and admit a one-parameter, spatial, divergenceless symmetry group $G$. Then there exists a local transformation of variables such that the reduced vector-field of (2.1) is a $(n-1)$-dimensional DFV.

Proof. Let the infinitesimal generator of $G$ be $V=$ $\left(\xi^{1}, \ldots, \xi^{n}\right)$. Applying Theorem 4 and Corollary 5, there exists a transformation of coordinates as (3.1) under which (2.1) becomes
$\frac{\mathrm{d} y^{i}}{\mathrm{~d} t}=k_{i}\left(y^{1}, \ldots, y^{n-1}, t\right), \quad i=1, \ldots, n$.
According to Lemma 6, we get
$\sum_{i=1}^{n} \frac{\partial\left(|J| k_{i}\right)}{\partial y^{i}}=0$.
Further, applying (2.4) in Theorem 4, we find the vector-field $V$ will have the form $(0, \ldots, 0,1)$ under $\varphi$. Using Lemma 6 again, we get

$$
\begin{aligned}
0 & =\sum_{i=1}^{n} \frac{\partial \xi^{i}}{\partial x^{i}}=\frac{1}{|J|}\left(0+\cdots+0+\frac{\partial|J|}{\partial y^{n}}\right) \\
& \Rightarrow \frac{\partial|J|}{\partial y^{n}}=0
\end{aligned}
$$

Thus $|J|$ is independent of $y^{n}$, and (3.5) becomes
$\sum_{i=1}^{n-1} \frac{\partial\left(|J| k_{i}\right)}{\partial y^{i}}=0$.

Now consider the reduced system of (2.1), i.e. the first $n-1$ equations of the system (3.4),

$$
\begin{align*}
\frac{\mathrm{d} y^{i}}{\mathrm{~d} t} & =k_{i}\left(y^{1}, \ldots, y^{n-1}, t,\right) \\
i & =1, \ldots, n-1 \tag{3.7}
\end{align*}
$$

Take a transformation $\Gamma$,

$$
\begin{align*}
& z^{1}=\int|J| \mathrm{d} y^{1}, \\
& \quad z^{2}=y^{2}, \quad \ldots, \quad z^{n-1}=y^{n-1} \tag{3.8}
\end{align*}
$$

under which (3.7) becomes

$$
\begin{align*}
\frac{\mathrm{d} z^{i}}{\mathrm{~d} t} & =g_{i}\left(z^{1}, \ldots, z^{n-1}, t\right) \\
i & =1, \ldots, n-1 \tag{3.9}
\end{align*}
$$

Obviously, the inverse $\Gamma^{-1}$ exists. In other words, (3.9) becomes (3.7) under $\Gamma^{-1}$. We calculate the Jacobian matrix $\mathrm{D} z / \mathrm{D} y\left(z=\left(z^{1}, \ldots, z^{n}\right), y=\right.$ $\left.\left(y^{1}, \ldots, y^{n}\right)\right)$ of $\Gamma^{-1}$,
$\frac{\mathrm{D} z}{\mathrm{D} y}=\left[\begin{array}{cccc}|J| & \frac{\partial}{\partial y^{2}} \int|J| \mathrm{d} y^{\mathrm{l}} & \cdots & \frac{\partial}{\partial y^{n-1}} \int|J| \mathrm{d} y^{1} \\ 0 & 1 & \cdots & 0 \\ \vdots & & & \vdots \\ 0 & 0 & \cdots & 1\end{array}\right]$.

Thus applying Lemma 6 and (3.6), we have

$$
\begin{aligned}
& \sum_{i=1}^{n-1} \frac{\partial g_{i}}{\partial z^{i}}=\frac{1}{|D z / D y|} \sum_{i=1}^{n-1} \frac{\partial\left(|D z / D y| k_{i}\right)}{\partial y^{i}} \\
& \quad=\frac{1}{|J|} \sum_{i=1}^{n-1} \frac{\partial\left(|J| k_{i}\right)}{\partial y^{i}}=0
\end{aligned}
$$

To sum up, for the vector-field (2.1) satisfying the conditions in Theorem 7, there exists a transfomation of coordinates: $x \rightarrow z$, under which (2.1) becomes
$\frac{\mathrm{d} z^{i}}{\mathrm{~d} t}=g_{i}\left(z^{1}, \ldots, z^{n-1}, t\right), \quad i=1, \ldots, n-1$,
$\sum_{i=1}^{n-1} \frac{\partial g_{i}}{\partial z^{i}}=0, \quad i=1, \ldots, n-1$,
$\frac{\mathrm{d} z^{n}}{\mathrm{~d} t}=g_{n}\left(z^{1}, \ldots, z^{n-1}, t\right), \quad z^{n}=y^{n}$.
The theorem is proved.

Remark. From the above proof, one may find the transformation taking (2.1) to (3.11) does not depend on the vector-field (2.1), but only depends on the symmetry group $G$.

When $n=3$, from Theorem 7, we get directly the main results in Refs. [4,5].

Corollary 8. Let the following three-dimensional system be divergence-free,
$\frac{\mathrm{d} x^{i}}{\mathrm{~d} t}=f_{i}\left(x^{1}, x^{2}, x^{3}, t\right), \quad i=1,2,3$,
and admit a one-parameter, spatial, divergenceless symmetry group $G$. Then there exists a local transformation of coordinates,
$x^{i}=\varphi_{i}\left(z^{1}, \ldots, z^{\prime \prime}\right), \quad i=1,2,3$,
such that in new variables the system (3.12) becomes
$\frac{\mathrm{d} z^{1}}{\mathrm{~d} t}=\frac{\partial H\left(z^{1}, z^{2}, t\right)}{\partial z^{2}}$,
$\frac{\mathrm{d} z^{2}}{\mathrm{~d} t}=-\frac{\partial H\left(z^{1}, z^{2}, t\right)}{\partial z^{1}}$,
$\frac{\mathrm{d} z^{3}}{\mathrm{~d} t}=k_{3}\left(z^{1}, z^{2}, t\right)$.
where $H\left(z^{1}, z^{2}, t\right)$ is a certain function.
Proof. From Theorem 7, the two-dimensional reduced system of (3.12) must be a two-dimensional DFV, henceforth it can be expressed as a Hamiltonian form. So the system (3.12) can be taken to the form (3.13).

Now consider the case of a multi-parameter group.

## Theorem 9. Let

$\frac{d x^{i}}{d t}=f_{i}\left(x^{1}, \ldots, x^{n}, t\right), \quad i=1, \ldots, n$,
be a $n$-dimensional DFV, and admit a two-parameter symmetry group $G$ that satisfies the following conditions:
(i) $V_{1}$ and $V_{2}$ are divergenceless,
(ii) $\left[V_{1}, V_{2}\right]=0$, i.e. $G$ is an Abelian group,
where $V_{1}$ and $V_{2}$ are two independent infinitesimal generators of $G$. Then (3.14) can be locally reduced to a $(n-2)$-dimensional DFV.

Proof. We first reduce (3.14) by $V_{1}$ as the proof of Theorem 7. For simplicity, we still suppose the system (3.14) has the same reduced system as (3.7),
$\frac{\mathrm{d} y^{i}}{\mathrm{~d} t}=k_{i}\left(y^{\mathrm{l}}, \ldots, y^{n-1}, t\right), \quad i=1, \ldots, n-1$.
under the same transformation as $\varphi$,
$x^{i}=\varphi_{i}\left(y^{1}, \ldots, y^{n}\right), \quad i=1, \ldots, n$.
According to the theory of Lie group, the quotient group $G / G_{1}$ is a symmetry group of (3.7), where $G_{1}$ is a Lie group generated by $V_{1}$, and $G / G_{1}$ is just a one-parameter group whose infinitesimal generator is the reduced vector-field of $V_{2}$ (written as $V_{3}$ ) under the complete set of invariants of $V_{1}$. Let
$V_{2}=\eta^{1} \frac{\partial}{\partial x^{1}}+\cdots+\eta^{n} \frac{\partial}{\partial x^{n}} \equiv\left(\eta^{1}, \ldots, \eta^{n}\right)$.
We work out $V_{3}$ below.
From Theorem 4, the complete set of invariants of $V_{1}$ is $\left\{t, y^{1}, \ldots, y^{n-1}\right\}$, then we get new coordinates $\left\{t, y^{1}, \ldots, y^{n-1}, y^{n}\right\}$ by supplementing a variable $y^{n}$ that is from $\varphi$. Under the new coordinates, let $V_{2}$ be taken correspondingly to

$$
\begin{aligned}
& \tilde{\eta}\left(y^{1}, \ldots, y^{n-1}\right) \frac{\partial}{\partial y^{1}}+\cdots \\
& \quad+\tilde{\eta}^{n-1}\left(y^{1}, \ldots, y^{n-1}\right) \frac{\partial}{\partial y^{n-1}} \\
& \quad+\tilde{\eta}^{n}\left(y^{1}, \ldots, y^{n-1}, y^{n}\right) \frac{\partial}{\partial y^{n}}
\end{aligned}
$$

Thus
$V_{3}=\tilde{\eta}^{I}\left(y^{1}, \ldots, y^{n-1}\right) \frac{\partial}{\partial y^{1}}+\cdots$

$$
+\tilde{\eta}^{n-1}\left(y^{1}, \ldots, y^{n-1}\right) \frac{\partial}{\partial y^{n-1}}
$$

On the other hand, since $\left[V_{1}, V_{2}\right]=0$, from Theorem 3 , the autonomous system associated with $V_{2}$,

$$
\begin{equation*}
\frac{\mathrm{d} x^{i}}{\mathrm{~d} t}=\eta^{i}\left(x^{i}, \ldots, x^{n}\right), \quad i=1, \ldots, n \tag{3.15}
\end{equation*}
$$

admits a one-parameter symmetry group $G_{1}$ generated by $V_{1}$. The transformation in Theorem 7 is independent of the vector-fields, so we can transform (3.15) with the above transformation $\varphi$ similarly, and let the resulting system be
$\frac{\mathrm{d} y^{i}}{\mathrm{~d} t}=h^{i}\left(y^{1}, \ldots, y^{n-1}\right), \quad i=1, \ldots, n$.
From Ref. [1], we have
$h^{i}=\tilde{\eta}^{i}, \quad i=1, \ldots, n$.
Thus the system (3.7) admits a one-parameter symmetry group generated by $V_{3}=\left(h^{1}, \ldots, h^{n-1}\right)$, i.e. $\left[V_{3}, K\right]=0, K=\left(k_{1}, \ldots, k_{n-1}\right)$.

Further, for (3.7) and (3.16), we take the second transformation similar to $\Gamma$ in the proof of Theorem 7, and we still suppose (3.7) is taken to (3.9) under $\Gamma$. On the other hand, from Theorem 7, the first $n-1$ equations of (3.16) are taken to an autonomous ( $n-$ 1)-dimensional DFV (written as $V_{3}^{*}$ ).

From $\left[V_{3}, K\right]=0$, one gets easily $\left[V_{3}^{*}, g\right]=0$, where $g=\left(g_{1}, \ldots, g_{n-1}\right)$ defined in (3.9) (this is because the definition of the Lie bracket is independent of the choice of coordinates). Thus the system (3.9) admits a spatial, divergenceless symmetry group generated by $V_{3}^{*}$, then applying Theorem 7 again, the vector-field (3.14) is reduced to a ( $n-2$ )-dimensional DFV. This theorem is proved.

More generally, one can obtain the following result from the above proof.

Theorem 10. If a $n$-dimensional DFV admits a $r$-parameter spatial, divergenceless Abelian (commutable) symmetry group, then it can be locally reduced to a $(n-r)$-dimensional DFV.

In Theorem 10, when $r=n-2$, from Corollary 8, the reduced vector-field is an integrable Hamiltonian system with one degree of freedom, so the original system can be integrated by quadrature. This result coincides with the conclusion in Ref. [6], without the condition on rank as in Ref. [6].

## 4. An example

Consider the modified model from Ref. [9],
$\dot{u}=-v w+b v z, \quad \dot{v}=u w-b u z$,
$\dot{w}=-\frac{1}{2}\left(u^{2}+v^{2}\right), \quad \dot{x}=-z$,
$\dot{z}=x+\frac{1}{2} b\left(u^{2}+v^{2}\right)$.
It is shown easily that (4.1) admits a one-parameter symmetry group whose infinitesimal generator is
$\xi=-v \frac{\partial}{\partial u}+u \frac{\partial}{\partial v}$.
By calculation, $\xi$ has the following invariants: $u^{2}+$ $v^{2}, w, z$ and $x . \xi(\operatorname{arctg}(v / u))=1$, so we take the transformation
$u_{1}=u^{2}+v^{2}, \quad v_{1}=\operatorname{arctg}(v / u), \quad w_{1}=w$,
$x_{1}=x, \quad z_{1}=z$,
such that (4.1) becomes
$\dot{u}_{1}=0, \quad \dot{w}_{1}=-\frac{1}{2} u_{1}, \quad \dot{x}_{1}=-z_{1}$,
$\dot{z}_{1}=x_{1}+\frac{1}{2} b u_{1}, \quad \dot{v}_{1}=w_{1}-b z_{1}$.
Obviously, the Jacobian determinant of $\varphi$ is equal to 1 , so here we do not need the second transformation in the proof of Theorem 7. In fact, the first equations in (4.2) are already independent of $v_{1}$ and divergenceless, and the exact solutions of (4.2) become

$$
\begin{aligned}
& u_{1}(t)=\rho_{0}^{2}, \quad w_{1}(t)=-\frac{1}{2} \rho_{0}^{2} t+w_{0} \\
& x_{1}(t)=\left(x_{0}+b \rho_{0}^{2}\right) \cos t-z_{0} \sin t-\frac{1}{2} b \rho_{0}^{2} \\
& z_{1}(t)=\left(x_{0}+b \rho_{0}^{2}\right) \sin t+z_{0} \cos t \\
& v_{1}(t)=-\frac{1}{4} \rho_{0}^{2} t^{2}+w_{0} t+b\left(x_{0}+b \rho_{0}^{2}\right) \cos t \\
& \quad-b z_{0} \sin t+v_{0}
\end{aligned}
$$

where $\rho_{0}, z_{0}, w_{0}, v_{0}$ and $x_{0}$ are initial values.
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