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Abstract

Molecular dynamics simulations on diffusion bonding of Cu–Ag showed that the thickness of the interfacial region depended on

the stress. The interfacial region became amorphous during diffusion bonding, and it would normally transform from amorphous

into crystalline structure when the structure was cooled to the room temperature.

� 2005 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Diffusion bonding is a solid-state welding process

wherein coalescence of contacting surfaces is produced

with minimum macroscopic deformation by diffusion-

controlled processes, which are induced by applying

heat and pressure for a finite interval [1]. By means of

diffusion bonding, it is possible to bond all materials
whose chemical and metallurgical properties are com-

patible [2]. Since bonding of advanced materials using

the classical welding methods [3–5] is not possible due

to unexpected phase propagation at the bond interface

[2,6], the diffusion bonding technique can be employed

to bond such materials. Many theoretical and experi-

mental studies have been done for diffusion bonding

[1–8]. However, investigation of diffusion bonding at
atomic scale has yet to be carried out. The molecular

dynamics (MD) simulation, which is not limited by sam-

ple preparation and testing condition and can be used to

simulate various mechanical behaviors in nanoscales, is

the most widely used numerical method in nanomechan-
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ics. Weissmann et al. [9] investigated the interface amor-

phization of Co–Zr system using MD; their simulation

results showed development of interface amorphization

with the increase of temperature. Chen et al. [10] have

calculated the interfacial energy of an fcc/bcc interface

in Ni–Cr alloys. Cherne et al. [11] investigated the amor-

phization of Ni/Zr system. The microstructures of Cu–

Ta interface [12] and SiO2/Si interface [13] have also
been investigated by means of MD simulations. How-

ever, those simulations did not adopt the diffusion bond-

ing technique (i.e., in the condition of high temperature

and external pressure). Therefore, the interfacial diffu-

sions were almost invisible and there were no transition

regions. Thus, an attempt is made in this manuscript to

simulate diffusion bonding of Cu–Ag interface using the

MD simulation technique.
The Cu–Ag system has been selected because it dis-

plays a very rich and intriguing behavior [14,15]. In

terms of the well-known Hume-Rothery rules [16], the

eutectic Cu–Ag system is peculiar as the two noble fcc

metals, with atomic size difference still within the 15%

limit, are almost completely immiscible below �650 K

[17]. A lot of researchers have produced Cu–Ag alloys

using various processing methods [14,15,18–20], the vast
sevier Ltd. All rights reserved.
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majority of the alloys produced were fcc crystalline solid

solutions. The formation of amorphous Cu–Ag solid

solutions is achievable only partially and under certain

specific conditions [20]. The objective of the present

study is to investigate what kind of solution will form

during diffusion bonding of Cu–Ag interface using the
MD approach.
2. Simulation procedure

In MD simulations, inter-atomic potentials play a

very important role. Considerable progress has been

made in recent years in the development of empirical
and semi-empirical many-body potentials. The well

established embedded atomic method (EAM) [21,22]

has been successfully used in modeling elastic properties,

defect formation energy and fracture mechanisms of

various close-packed bulk metals. The modified EAM

model proposed by Johnson [23,24] was adopted in

our simulation.

In the present MD simulations, the system consists of
mono-crystal copper and mono-crystal silver slab. The

top surface of copper and silver are both on (100) planes.

The number of atoms in the system was chosen such that

the misfit at the Cu–Ag interface was as close as possible

to the experimental ratio of the lattice constants, and the

structure size was manageable. The number of atoms in

one copper layer was chosen as 28 · 28 · 2 = 1568 and

in silver as 25 · 25 · 2 = 1250, since 28/25 = 1.12 is very
close to the ratio of the lattice constants of Ag and Cu,

which is 1.13 (the lattice constant of silver and copper

are 4.089 A and 3.615 A, respectively.). The layers of

Cu and Ag were chosen as 32 and 28, therefore, the total

number of Cu and Ag atoms were 50176 and 35000,

respectively. Periodic boundary conditions were imple-

mented in the two transverse (i.e., x and y) directions.

Two layers of atoms at the bottom of the Cu slab and
at the top of Ag slab were fixed.

The initial velocities of atoms were assumed based on

the Maxwellian distribution. The Newton�s equations of
Fig. 1. Snapshots of cross-section obtained at different stress after 200 fs. Th

100 MPa, (c) 150 Mpa. (For interpretation of the references in color in this
motion for the atoms in the structure were numerically

integrated using the Leap-Frog algorithm [25] with a

fixed time step of 2 fs. The external pressure in the trans-

verse directions was maintained at atmospheric pressure

using Berendsen barostat [26], and three different stres-

ses were applied in the Z direction, i.e., 50 MPa,
100 MPa and 150 MPa. The simulations were performed

under constant temperature, which was kept at a desired

value by scaling the atomic momentum. No significant

discrepancies were found by using three different ther-

mostats, i.e., Berendsen [26], Andersen [27] and Nose-

Hoover [28] thermostat to control the temperature. A

calculation has also been performed where in which only

atoms far from the interface were temperature con-
trolled under 150 MPa. The result obtained is almost

the same compared with the case where a thermostat

was used on all the dynamics. Thus, the temperature

was controlled by scaling the velocities of all atoms for

every time step.

In order to ensure sufficient interfacial diffusion, all

the MD runs were firstly performed on the initial config-

uration of the structure at the temperature of 1150 K
(the experimental melting point of Cu and Ag are

1356 K and 1234 K, respectively) for 200 ps. Subse-

quently, the structure was cooled down from 1150 K

to 300 K at four different cooling rates, i.e., 5 · 1011

K/s, 2 · 1012 K/s, 5 · 1012 K/s and 5 · 1013 K/s.
3. Results and discussions

3.1. Diffusion between interfaces

Fig. 1 shows the cross-section of the structure ob-

tained under different stress after 200 ps. When the stress

was 50 MPa, there was no observable diffusion between

the Cu and Ag, which were still fcc structures (refer to

Fig. 1(a)). It is clearly shown in Fig. 1(b) that there were
few Cu atoms diffused into Ag when the stress was

100 MPa. The situation was changed significantly when

the stress was 150 MPa, at which there was obvious
e blue are copper atoms and the red are silver atoms. (a) 50 MPa, (b)

figure legend, the reader is referred to the web version of this article.)
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interfacial diffusion between Cu and Ag, and a lot of Cu

atoms diffused into the Ag slab to form a rich-Ag inter-

face. Fig. 1(c) also clearly shows that the interface and

part of the Ag near the interface became amorphous.

These simulation results are in agreement with those

of Weissmann et al. [9], who investigated the interface
of a Co–Zr system and their simulations show that the

interface became disordered at high temperature.

Fig. 2 shows the concentration distributions of Cu

and Ag atoms along the Z direction obtained under dif-

ferent stress after 150 ps. With reference to Fig. 2(c), a

region is defined as interfacial region if the concentra-

tion of Cu and Ag atoms are both over 5 at.%. Thus,

the thickness of the interfacial region can be estimated
from the concentration curves. From Fig. 2(a), the

thickness of the interfacial region was determined to

be only approximately 5 A when the stress was

50 MPa, this indicates that there was no obvious diffu-

sion between Cu and Ag atoms. From Fig. 2(b) it can

be seen that the thickness of the interfacial region, which

is approximately 9 A, was larger than that in Fig. 2(a),

but it was still very thin. With reference to Fig. 2(c),
when the stress was 150 MPa, the thickness of the inter-

facial region was raised to approximately 27 A. In addi-

tion, Fig. 2(c) also shows that the interfacial region

consisted of rich-Cu and rich-Ag phase, and the thick-

ness of rich-Ag phase was larger than that of the rich-

Cu phase. This indicates that the main diffusion was

from Cu to Ag slab. Fig. 3 shows the thickness of the

interfacial regions versus time under 150 MPa. From
Fig. 3 it can be seen that the thickness is increased in

stepwise manner. After about 120 ps, the thickness did

not increase again, which but showed fluctuation. This

indicates that the interfacial region would reach a max-

imum thickness not withstanding the fact that the diffu-

sion and thickness depend on the stress, i.e., the higher

the stress the thicker the interface was.

3.2. The effect of cooling rate

Since the diffusions under a relatively small stress of

50 MPa and 100 MPa were not obvious, henceforth,
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Fig. 2. Concentration distribution along Z direction obtained under di
we only consider the cooling process under 150 MPa.

The structure was cooled from 1150 K to 300 K at four

different cooling rates, i.e., 5 · 1011, 2 · 1012, 5 · 1012

and 5 · 1013 K/s.

Fig. 4 shows the average internal energy versus tem-

perature when the structure was cooled down at differ-

ent cooling rates. Since we have already learned that

the interface became amorphous during diffusion under

150 MPa stress, the downward shift of the energy level

during cooling is believed to be due to the structural

transition of the interface. However, this cooling process
is different from crystallization of liquid metal because
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the former did not have certain transition temperature.

In fact, the transition of the structure was observed over

a temperature range. Different cooling rates led to differ-

ent temperature ranges, and the larger the cooling rate

the lower the transition temperature range. At 5 ·
1011 K/s cooling rate, the structure began to change at
about 1000 K; whereas, at 2 · 1012 K/s and 5 · 1012 K/s

cooling rate, the structure began to change at about

800 K. However, at 5 · 1013 K/s cooling rate, the varia-

tion of energy was continuously linear. This indicates

that the structure of the interface did not change during

cooling. In fact, the amorphous interface was formed

before cooling.

The radial distribution function (RDF) g(r) describes
the fluctuations in density around a given atom [29],

which can be thought as the average number of atoms

found at a given distance in all directions. It is one of

the most important structural quantities characterizing

a molecular system. There was no concentration redistri-

bution on cooling. From Fig. 3, it can be seen that at

high temperature the interfacial region would reach a

maximum thickness once the diffusion process has
reached a stage that no further significant diffusion can

be observed. The diffusion of atoms becomes more diffi-

cult when the temperature is decreased. Thus, the con-

centration should not redistribute on cooling even if

the cooling rate is very slow. Then the interfacial region

was kept the same to analyse the structure during cool-

ing. Fig. 4 shows the RDF of the interfacial region dur-
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Fig. 5. Radial distribution function (RDF) of interface during the cooling p

5 · 1012 K/s, (d) 5 · 1013 K/s.
ing the cooling process at different cooling rates. The

RDF shows that the structure was amorphous as it

was cooled from 1150 K to 1000 K in Fig. 5(a); at

900 K the RDF began to exhibit the fcc crystalline struc-

ture. However, the RDF began to exhibit the fcc crystal-

line structure at 700 K (refer to Fig. 5(b)) and 500 K
(refer to Fig. 5(c)) when the cooling rates were

2 · 1012 K/s and 5 · 1012 K/s, respectively. From these

three RDFs, we may conclude that the amorphous inter-

face would be transformed into one with fcc structure

when the cooling rate was not higher than 5 · 1012 K/s.

For the rate of 5 · 1013 K/s, the RDF exhibits the amor-

phous structure even at the room temperature (refer to

Fig. 5(d)), which indicates that an amorphous interfacial
region was formed. Qi et al. [30] have studied the glass

formation of Cu40 Ag60 alloy. They observed that the

retention of amorphous structure required extremely

high cooling rates (1 · 1014 K/s), which is consistent

with our simulation result.

The pair analysis (PA) technique proposed by Honey-

cutt and Andersen [31] has been widely used in recent

years to examine local structural features. This ap-
proach can provide very vivid information about local

symmetry of the atomic arrangement, which cannot be

obtained by the conventional radial distribution func-

tion. The PA method employs four parameters, i.e., i,

j, m and n, to distinguish the bond pairs; i = 1 indicates

the formation of a bond pair between any two atoms,

whereas, i = 2 indicates that the two atoms do not form
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Fig. 6. Relative numbers of various bonded pairs in the interfacial region versus temperature at different cooling rates. (a) 5 · 1011 K/s,

(b) 2 · 1012 K/s, (c) 5 · 1012 K/s, (d) 5 · 1013 K/s.
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a bond; the parameter j denotes the number of near-

neighbor atoms; the parameter m represents the number

of bonds formed among near neighbors; and the para-

meter n indicates the way in which bonds are formed

among near neighbors. The PA can be used to distin-

guish various local packing orders, in particular fcc,
bcc, hcp, and liquid environment. For example, most

of the bonded pairs in fcc are of type 1421, bcc are of

type 1442 and 1661, liquid and amorphous are of type

1551, 1431, and 1541. There were four major pairs in

the interfacial region before cooling. The total relative

numbers of type 1431, 1541 and 1551, which are related

to amorphous structure, was about 60%. This indicates

that the amorphous structure was predominant in the
interfacial region. Thus, the four major pair types (i.e.,

1421, 1431, 1541 and 1551) were monitored during

quenching.

Fig. 6(a)–(d) show the relative fraction of the various

PA pair types versus temperature for quenching rates of

5 · 1011, 2 · 1012, 5 · 1012 and 5 · 1013 K/s, respectively.

Fig. 6(a) clearly indicates that an abrupt decrease of the

relative number of 1431, 1541 and 1551 pairs occurred
at about 1000 K when the cooling rate was 5 · 1011

K/s, and the population of 1421 pairs, which are related

to fcc structure, showed an abrupt increase at the same

temperature, which indicates the transition from amor-

phous to fcc crystalline structure. The two case shown

in Fig. 6(b) and 6(c) are similar to that in Fig. 6(a),

i.e., the relative number of 1421 pairs showed an abrupt
increase at about 700 K and 550 K when the cooling rate

were 2 · 1012 and 5 · 1012 K/s, respectively. Fig. 6(d)

shows an entirely different case, in which the relative

number of 1421, 1431 and 1541 pairs more or less main-

tained the same fractions, and there was a little increase

in the number of 1551 pairs. This indicates that an
amorphous interface was formed at this cooling rate.

In fact, almost all the Cu–Ag alloys produced in exper-

iments [14,15,18–20] were fcc crystalline solid solutions,

and the formation of amorphous Cu–Ag solid solutions

was only partially achievable under certain specific con-

ditions [20]. This experimental finding is consistent with

our simulation result.
4. Conclusions

In this paper, the EAM potential was adopted to

investigate the process of diffusion bonding between

Cu and Ag. A series of simulations have been performed

and the conclusions drawn are as follows:

(1) Stress played a very important role in diffusion

bonding. When the stress was lower than

100 MPa, there was hardly any diffusion observed

at the interface.

(2) The thickness of the interfacial region depended

on the stress. The higher the stress, the thicker

the interfacial region was.
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(3) The interfacial region became amorphous under

high temperature and high stress during diffusion

bonding.

(4) Normally, the interfacial region would transform

from amorphous into crystalline when the struc-

ture was cooled to room temperature. The transi-
tion temperature depended on the cooling rate,

the larger the cooling rate the lower the transition

temperature was. An amorphous interface would

only form under very high cooling rate.
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