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Recent experiments have found that slip length could be as large as on the order of
1 �m for fluid flows over superhydrophobic surfaces. Superhydrophobic surfaces
can be achieved by patterning roughness on hydrophobic surfaces. In the present
paper, an atomistic-continuum hybrid approach is developed to simulate the Cou-
ette flows over superhydrophobic surfaces, in which a molecular dynamics simula-
tion is used in a small region near the superhydrophobic surface where the con-
tinuum assumption is not valid and the Navier-Stokes equations are used in a large
region for bulk flows where the continuum assumption does hold. These two de-
scriptions are coupled using the dynamic coupling model in the overlap region to
ensure momentum continuity. The hybrid simulation predicts a superhydrophobic
state with large slip lengths, which cannot be obtained by molecular dynamics
simulation alone. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3137674�

I. INTRODUCTION

Superhydrophobic surfaces, such as the lotus leaves, are extremely difficult to wet, with water
contact angles in excess of 150°. The excessively big contact angles may induce a large slippage
of liquid on superhydrophobic surfaces. It has many applications in reducing viscous drags and
amplifying transport phenomena. For example, a boundary slip can enhance fluid flow in micro-
devices, where large surface effects resist fluid flow. Slippage can be measured by a slip length,
the ratio of slip velocity to shear rate at the surfaces. Recent experimental studies and molecular
dynamics �MD� simulations have reported a wide range of slip lengths from nanometers to mi-
crometers. The typical slip lengths obtained from the experimental studies are tens of
nanometers,1–6 hundreds of nanometers,7–11 and micrometers.12–19 Recently, Lee et al. achieved
giant slip lengths, as large as 185 �m.20 They expected that the giant slip lengths could make a
significant impact on high-Reynolds-number liquid flows, where the thickness of boundary layers
is on the order of 1 mm. However, the MD simulations can only reach slip lengths up to hundreds
of nanometers,21–32 at least one order lower than the ones from the experimental studies. Due to
computer power, the MD simulations to data are limited to tens of thousands of atoms. It restricts
the space and time scales of the simulated physical systems. Therefore, the results from MD
simulations are difficult in comparison with the experimental results. On the other hand, the
Navier-Stokes �NS� equations are used to simulate the flows with slip boundaries at
macroscales.33–35 The imposed boundary conditions need to be justified to be consistent with
superhydrophobicity.36

One solution to this problem is to use the atomistic-continuum hybrid simulation. In the
hybrid simulation,37 the fluid is simulated by MD simulations in a thin layer adjacent to the solid
surfaces, where the continuum assumption breaks down, and the fluid in the domain for the bulk
flows, described by the NS equations where the continuum assumption holds true. A constrained
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particle dynamics38–41 is used in the overlapping domain to extract the boundary conditions of the
NS equations from the particle motions and transfer the macroscopic information of the NS
equations to the particle motions. A dynamic coupling model42 is usually used here to adjust the
relaxation time scale. Since the MD in the hybrid simulation is only used for a small region, the
hybrid simulation is feasible for the fluid slippage on superhydrophobic surfaces in the domain of
microscales or larger.

The rest of the article is organized as follows: In Sec. II, we will give a brief introduction to
the hybrid approach of NS equations and MD simulation. The implementation of the hybrid
simulation will be presented in detail. In Sec. III, we will present the numerical results on flows
over superhydrophobic surfaces. The superhydrophobic state is justified using the MD simulation.
Finally, the conclusions and discussions will be provided in Sec. IV.

II. HYBRID COMPUTATIONS

In the hybrid approach, a computational domain is decomposed into three regions �see Fig. 1�.
A MD simulation is used in the atomistic region where the continuum assumption breaks down.
The NS equations are used in the continuum region where the continuum assumption does hold.
These two descriptions are coupled in the overlap region to exchange information between the MD
simulation and the NS equations. For the Couette flows over a superhydrophobic surface, the bulk
flows in the large portion of a computation domain are described by the NS equations, and the
small region near the superhydrophobic surface is described by the MD simulations. A constrained
particle dynamics is constructed in the overlap region to ensure the momentum continuity between
the continuum and atomic regions. Therefore, the hybrid simulation can save huge computational
cost and is affordable for such type of micro- and nanofluidics as fluid flows over superhydropho-
bic surfaces. The results from a MD simulation on a small domain cannot be simply extended to

FIG. 1. The schematic plot for the Couette flow with the subdomains in the hybrid simulation. The region with meshes
denotes the continuum region, while the region with dots denotes the atomistic region. The region with both meshes and
dots denotes the overlap region.
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a large domain since the slip length is related to the shear rate, which is dependent on the domain
size. The nonlinear velocity profile near superhydrophobic surfaces makes it more difficult to
extend the results in a small domain to the ones in a large domain.

In the continuum region, the fluid flows are described by the NS equations:

�u = 0 , �1�

�
�u

�t
+ �u � u = − �p + ��2u , �2�

where u is the fluid velocity, p is the pressure, � is the constant density, and � is the viscosity. The
NS equations are numerically solved by the explicit projection method on staggered grids. The
pressures are defined at the center of a cell, and the velocities defined at the middle of cell sides.
The time step �tFD for numerical integration should be smaller than the characteristic time of the
flows: �tFD���x�z /�.

In the atomistic region, fluids are represented by an amount of particles whose ensemble
averages give the macroscopic states. The interactions between the particles are described by a
modified Lennard-Jones �LJ� potential:

Vij�r� = 4�ij���ij

r
�12

− cij��ij

r
�6� , �3�

where �ij and �ij are the characteristic energy and length scales, respectively. The surface energy
is adjusted by the coefficients cij, where the indices i , j= f ,s refer to the fluid or solid phase. The
equation of motion for atoms is

mi
d2ri

dt2 = − 	
j�i

�Vij

�ri

 Fi. �4�

Here, each particle has the mass m and the mass density is �=0.75m�−3. The equation of motion
is integrated using the Verlet scheme, which yields

ri�t + � tMD� = 2ri�t� − ri�t − � tMD� + � tMD
2 Fi/m , �5�

vi�t� =
ri�t + � tMD� − ri�t − � tMD�

2 � tMD
, �6�

where ri denotes the position of the ith particle, vi is the velocity of the ith particle, and Fi is the
force acting on the ith particle by all other particles. The time step is �tMD=0.005�, in which

�=�m�2 is the characteristic time of the LJ potential. These quantities will be nondimensionalized
using the parameters m, �, �, and �.

A Langevin thermostat is used to maintain a constant temperature T. This can be achieved by
adding a Langevin noise and a frictional force to the equations of motion,

m
d2ri

dt2 = Fi − m�
dri

dt
+ �i, �7�

where � is a friction constant that controls the rate of exchange with the thermostat. �i is the
Gaussian random force of the zero mean and the variance being 2mkBT�. �kB is the Boltzmann
constant.� The thermostat is kept on the homogeneous plane with the rate �=�−1.

To ensure the momentum continuity in the overlap region, a constrained particle dynamics is
introduced,
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d2ri

dt2 = Fi + 	�uJ −
1

NJ
	
j=1

NJ dr j

dt
� , �8�

where uJ is the fluid velocity in the Jth cell and NJ is the number of particles in the Jth cell. 	 is
a coupling parameter, which makes the momentum consistent between the atomistic and con-
tinuum descriptions. This requires that the local averages of particle momenta have to be equal to
the instantaneous macroscopic momentum. The requirement yields

	J�t + �t� =

1

NJ
	i=1

NJ �d2ri�t�
dt2 −

Fi�t�
m

�
uJ�t� −

1

NJ
	 j=1

NJ v j�t�
. �9�

The coupling parameter is determined by the current states in each cell at every time step. It
adjusts the particle dynamics themselves as the computation progresses. Therefore, it controls the
relaxation rate of the local mean of the particle momenta to the macroscopic momentum.

The hybrid approach using dynamic coupling model was tested against the sudden-started
Couette flows with nonslip and slip boundary conditions. The results obtained are in good agree-
ment with the results from a full MD simulation.42 Furthermore, the hybrid approach is used to
simulate the Couette flows with an oscillatory upper plate.42 The results obtained are also in
agreement with the ones from a full MD simulation. Those test cases validate the dynamic
coupling model. In the hybrid approach, the dynamic coupling model for momentum continuity is
shown to be numerically stable, while the coupling model for flux continuity is numerically
unstable.43

III. NUMERICAL RESULTS

We will simulate a Couette flow over a superhydrophobic surface using the hybrid method of
the NS equations and MD simulation. The Couette flow is the viscous fluids confined between two
parallel plates, where the upper and lower plates are moved at equal and opposite speeds 
U
= 
� /�. A periodic boundary condition is applied in the streamwise direction. The channel height
H between its two plates is 3060.5�, and the channel width between its inlet and outlet is 341.5�.
A superhydrophobic surface is imposed onto the lower plate. Obviously, the Couette flow over a
superhydrophobic surface cannot be simulated by either the NS equations or MD simulation alone.

To check the superhydrophobicity of the lower plate, a full MD simulation will be used to
simulate fluid droplets on both hydrophobic and superhydrophobic surfaces in an affordable do-
main. The contact angles obtained will be compared with theoretical estimations. A superhydro-
phobic surface can be achieved by the combination of surface morphology and surface hydropho-
bicity. Here, the roughness of height 3.14� and width 2.10� are periodically placed on the surface
at a distance 17.47�. In the present simulation, all interactions between atoms are of the LJ type:
the parameters for solid atoms are taken as �s=1.5, �s=1.0, and css=1.0; the parameters for fluid
atoms are taken as � f =1.5, � f =1.0, and cf f =1.0; the parameters for the interactions between fluid
and solid atoms are � fs=1.5, � fs=1.0, and cfs=0.5. Those parameters for the intermolecular at-
traction lead to a hydrophobic surface.

The continuum region is divided into 30�300 grids in the streamwise and vertical directions,
respectively, while periodic boundary conditions are applied in the streamwise direction. A stan-
dard second-order central-difference scheme on a staggered grid is used, with the pressure and
scalar variables located at the center of the grid cell and velocity components located at the cell
face centers. The explicit projection method is used to integrate the NS equations. The simulation
is conducted at Re=UL /�=38.75, where U and L, respectively, denote the velocity of the plate
and the vertical length of the continuum region. We use �tFD=50� tMD=0.25�, which is smaller
than the characteristic time of the flows and big enough to ensure the evolution of the MD
simulations.
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The MD simulations are performed using the powerful code LAMMPS.44 The atoms are initially
placed on the face-centered-cubic �fcc� lattices. As the upper plate moves up, those atoms accu-
mulate on a droplet on the surface. As soon as the droplet achieves a steady state, the upper plate
stops moving. The periodic boundary conditions are taken in both the horizontal and spanwise
directions. Figure 2 shows the atom configurations of droplets on the hydrophobic and superhy-
drophobic surfaces. The interactions between solid and fluid atoms are exactly the same in those
two cases. However, the surface in Fig. 2�a� is flat and the one in Fig. 2�b� is patterned by the
periodic roughness as described before. In Fig. 2�a�, the simulated region is 69.01��69.01�
�108.32� and the number of atoms is 48 810. In Fig. 2�b�, the simulated region is 69.01�
�69.01��99.59� and the number of atoms is 50 250. The same domain size and atom number
as the ones in Fig. 2�a� are also used in the case of superhydrophobic surfaces. It also yields a
superhydrophobic state with the droplet off the domain center. For visualization purposes, we plot
the present figure. The droplets formed on the surfaces are used to calculate the contact angles
using a circle fitting method. It gives the contact angle of 90° in Fig. 1�a� and the contact angle of
152° in Fig. 1�b�. The contact angle on the flat surface can be also analytically calculated using the
formula cos =−1+2��scfs� / �� fcf f�. The result is =90°, which is in agreement with the measure-
ment from the MD simulations.

Next, we will use the hybrid approach to simulate the Couette flows over a superhydrophobic
surface in a larger domain. In the hybrid method, the computational domain 0�z�3060.5� is
divided into two regions �see Fig. 1�: the upper one at z1�z�H �z1=60.5�� is described by the
NS equations, and the lower one at 0�z�z2 �z2=86.0�� is described by MD. The overlap region
at z1�z�z2 is described by the constrained particle dynamics. The boundary condition of the NS
equations at z1 is obtained from locally averaging the velocities of the particles in each cell of the
overlap region. The constrained forces are added to the particles in the overlap region, according
to the constrained particle dynamics, to convey the information from the NS equations to the MD
simulations. The overlap region has three cells in the z direction. A constrained layer consists of
the cells closest to the interface between the continuum and the atomistic regions. The constrained
layer is used at z=z2 to prevent the particles from spreading freely away from the MD region. The
boundary condition at z=0 is simulated by two �111� layers of a fcc lattice consisting of solid
particles with the same mass and density as the fluid. Those particles are fixed in the MD simu-
lations and interact with fluid particles in terms of a modified LJ potential. The MD simulations
are carried out at a consistent temperature T=1.1� /kB. The velocity component in the direction

FIG. 2. Molecular configurations of liquid droplets on solid surfaces �side view�: �a� The droplet on a flat and hydrophobic
surface has the contact angle of 90°; �b� the droplet on a superhydrophobic surface has the contact angle of 152°. The
superhydrophobic surface in �b� is made by patterning periodic roughness on the hydrophobic surface in �a�. The molecules
are marked by different colors for visualization.
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orthogonal to the flow is thermostatted in order to avoid viscous heating in the fluid slab. We first
run the MD for an equilibrium state. Then the MD and the NS equations are solved simultaneously
for 20 000� to achieve a steady state.

Figure 3 shows the side view of the atom configuration of the fluid flows near the superhy-
drophobic surface. There are very few atoms inside the rooms near the roughness. In other words,
the cavities are essentially free from the atoms. This suggests a superhydrophobic state.

Figure 4 shows the steady solution of the Couette flow, whose lower plate is the same
superhydrophobic surface as the one shown in Fig. 1�b�. In the overlap region, an excellent
agreement of the velocity profiles obtained from the NS equations and the MD simulation is
observed, which demonstrates that the dynamic model correctly describes the momentum coupling
between the atomistic and continuum dynamics. A thin layer is found near the solid-fluid interface,
where velocity decreases slowly. This suggests a rapid decrease in viscosity predicted by
Vinogradova,45 which leads to a connection between atomistic slip and effective slip felt by fluid
flows. A large slip velocity of 0.3� /� is found near the superhydrophobic surface, with the
effective slip length ��800�. Here, we use the effective slip length to make the measurement.46

To our knowledge, this may be the largest slip length that the current numerical simulations can
achieve for linear shear rates.

IV. DISCUSSION AND CONCLUSIONS

The slippage of liquids on superhydrophobic surfaces has been achieved by many experimen-
tal studies. However, the large slip lengths at microscales cannot be achieved by the MD simula-
tions due to computer capability. The present work develops a hybrid approach of the NS equa-
tions and MD to simulate the Couette flows over superhydrophobic surfaces in a large domain,

FIG. 3. The atom configuration of fluid in the Couette flow near the lower plate. The space between the roughnesses is
essentially free from fluid atoms. The hybrid simulation predicts a superhydrophobic state on the lower plate.
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which cannot be simulated by the MD alone. A dynamic coupling model is used to eliminate the
free parameters and give the correct relaxation time scales. The hybrid approach with a dynamic
coupling model has been validated against a full MD simulation for the Couette flows with slip
and nonslip boundary conditions at nanoscales. By the carefully chosen parameters in the LJ
potentials, our numerical results achieved a large slip length of 800� or 272 nm for argon. To our
knowledge, the slip length is larger than any other ones obtained from the current numerical
simulations. Our results suggest that slip lengths are dependent on the properties of both the LJ
fluids and the material surfaces. Therefore, superhydrophobicity may become a new way to con-
trol fluid flows at nano- and microscales. The hybrid simulation provides an alternative, in addition
to experiments, to explore and design superhydrophobic surfaces.
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