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Abstract

A procedure for designing the optimal bounded control of strongly non-linear oscillators under
combined harmonic and white-noise excitations for minimizing their first-passage failure is proposed. First,
a stochastic averaging method for strongly non-linear oscillators under combined harmonic and white-
noise excitations using generalized harmonic functions is introduced. Then, the dynamical programming
equations and their boundary and final time conditions for the control problems of maximizing reliability
and of maximizing mean first-passage time are formulated from the averaged It #o equations by using the
dynamical programming principle. The optimal control law is derived from the dynamical programming
equations and control constraint. Finally, the conditional reliability function, the conditional probability
density and mean of the first-passage time of the optimally controlled system are obtained from solving the
backward Kolmogorov equation and Pontryagin equation. An example is given to illustrate the proposed
procedure and the results obtained are verified by using those from digital simulation.
r 2003 Elsevier Ltd. All rights reserved.

1. Introduction

Excitations of dynamical systems are usually classified as deterministic and random ones.
However, many mechanical and structural systems are subject to both harmonic and random
excitations. A typical example of such systems is helicopter rotor blade vibration during forward
flight in a turbulent atmosphere. The random part of the combined excitations is usually modelled
as Gaussian white-noise or wideband random process. A set of combined harmonic and random
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excitations is then equivalent to a narrowband random excitation. A dynamical system subject to
combined harmonic and random excitations is often analyzed by using the method of multiple
scales or the method of stochastic averaging. For example, a weakly non-linear system under both
external harmonic and white-noise excitations was investigated by Nayfeh and Serhan [1] using
the method of multiple scales. The stability of linear systems under combined parametric
harmonic and random excitations and the response of non-linearly damped systems under
combined external and (or) parametric harmonic and random excitations have been studied by
several scholars [2–8] using the classical method of stochastic averaging. To study the response of
oscillators with strongly non-linear stiffness under combined harmonic and white-noise
excitations, a method of stochastic averaging was proposed recently by the present first author
and his co-worker [9] using the so-called generalized harmonic functions [10] and the stochastic
jump and its bifurcation of Duffing oscillator with hardening spring subject to combined
harmonic and white-noise excitations were studied by using this stochastic averaging method.

In the past two decades, substantial advances have been made in the field of structural vibration
control [11]. In most studies, structures are modelled as linear systems and feedback control is also
linear. The active control of strongly non-linear systems is comparatively much less studied. The
optimal polynomial control of autonomous Duffing oscillator was studied by Suhardjo et al. [12]
and Agrawal et al. [13]. The active control of Duffing oscillator under harmonic excitation has
been investigated by Abdel-Rohman and Nayfeh [14] for reducing the response, by Chow and
Maestrello [15] for stabilizing the system, and by Ji [16] for removing or delaying the jump and
hysteresis in the response. In these studies, a control force with undetermined parameters is first
assumed and then the parameters are determined by analyzing the response, stability or
bifurcation of the controlled system. Thus, these controllers are not optimal in rigorous sense. On
the other hand, the optimal control of Duffing oscillator under Gaussian white-noise excitations
was studied by Yoshida [17] using statistical linearization, by Crespo and Sun [18] using
generalized cell mapping with short-time Gaussian approximation and by Zhu et al. [19] using
stochastic averaging method. To the authors’ knowledge, so far the optimal control of strongly
non-linear systems under combined harmonic and random excitations has not been investigated.

The general purpose of structural vibration control is to keep the state of controlled structures
within a suitable domain from the point view of performance or safety. For the structures under
random dynamical loading, first-passage failure is a major failure mode. Therefore, the study of
feedback minimization of first-passage failure of randomly excited structural systems is of great
significance. However, such a study has been made only for quasi-non-integrable Hamiltonian
systems [20]. For strongly non-linear systems under combined harmonic and random excitation,
no such work has been done.

In the present paper, the optimal bounded control of strongly non-linear oscillators under
combined harmonic and white-noise excitations for minimizing the first-passage failure is studied.
The motion equation of such a system is first reduced to averaged It #o equations by using the
stochastic averaging method [9]. Then, the dynamical programming equations for the control
problems of maximizing reliability and of maximizing mean first-passage time and their boundary
and final time conditions are formulated from the averaged It #o equations by applying the
dynamical programming principle [21]. The optimal control law is determined from the dynamical
programming equations and control constraint. Finally, the conditional reliability function, the
probability density and mean of first-passage time of optimally controlled system are obtained
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from solving the backward Kolmogorov equation and Pontryagin equation associated with
completely averaged system. A Duffing oscillator under external harmonic excitation and external
and parametric white-noise excitations is taken as an example to illustrate the proposed procedure
and the effectiveness of the control on the first-passage failure.

2. Stochastic averaging

Consider a weakly controlled strongly non-linear oscillator subject to light linear and (or) non-
linear damping and weak external and (or) parametric excitations of harmonic function and white
noises. The equation of motion of the system is of the form

.X þ gðX Þ ¼ ef ðX ; ’X;OtÞ þ euðX ; ’XÞ þ e1=2hkðX ; ’XÞxkðtÞ; k ¼ 1; 2;y;m; ð1Þ

where e is a small parameter; ef denotes light damping and weak external and (or) parametric
harmonic excitation with frequency O; e1=2hkxkðtÞ represent weak external and (or) parametric
white-noise excitations; xkðtÞ are Gaussian white-noises in the sense of Stratonovich with
correlation functions E½xkðtÞxlðt þ tÞ� ¼ 2DkldðtÞ; and eu denotes weakly feedback control force.

When e ¼ 0; system (1) degenerates to a non-linear conservative oscillator

.x þ gðxÞ ¼ 0: ð2Þ

The Hamiltonian (total energy) of the oscillator is

H ¼ 1
2 ’x2 þ UðxÞ; ð3Þ

where

UðxÞ ¼
Z x

0

gðuÞ du ð4Þ

is the potential energy. Assume that oscillator (2) has a family of periodic solutions surrounding
equilibrium ðb; 0Þ in phase plane ðx; ’xÞ: The periodic solution can be expressed as

xðtÞ ¼ a cosjðtÞ þ b; ð5Þ

’xðtÞ ¼ �anða;jÞsin jðtÞ; ð6Þ

where

jðtÞ ¼ tðtÞ þ y; ð7Þ

nða;jÞ ¼
dt
dt

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½Uða þ bÞ � Uða cosjþ bÞ�

a2 sin2 j

s
; ð8Þ

a and b are constants and related to H as follows:

Uða þ bÞ ¼ Uð�a þ bÞ ¼ H: ð9Þ

cosjðtÞ and sin jðtÞ are called generalized harmonic functions [10]. Obviously, a and nða;jÞ
are the amplitude and instantaneous frequency of the oscillator, respectively, and y is the
phase angle of the response relative to harmonic excitation. Expanding n�1ða;jÞ in Eq. (8)
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into Fourier series

n�1ða;jÞ ¼ C0ðaÞ þ
XN
n¼1

CnðaÞcos nj; ð10Þ

and then integrating Eq. (10) with respect to t yield

t ¼ C0ðaÞtþ
XN
n¼1

1

n
CnðaÞsin nj: ð11Þ

Letting t ¼ 2p leads to average period

TðaÞ ¼ 2pC0ðaÞ; ð12Þ

and average frequency

oðaÞ ¼
1

C0ðaÞ
: ð13Þ

Thus, the following approximate expression will be used in the averaging:

jðtÞEoðaÞt þ y: ð14Þ

When e is very small, the solution to system (1) can be assumed of the following form:

X ðtÞ ¼ A cosFðtÞ þ B; ’XðtÞ ¼ �AnðA;FÞsinFðtÞ; ð15Þ

where

FðtÞ ¼ tðtÞ þYðtÞ; ð16Þ

nðA;FÞ ¼
dt
dt

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½UðA þ BÞ � UðA cosFþ BÞ�

A2 sin2 F

s
; ð17Þ

and A; F; t and n are all random processes. Treating Eq. (15) as generalized van der Pol
transformation from X ; ’X to A; Y; one can obtain the following equations for A and Y:

dA

dt
¼ eF ð1Þ

1 ðA;F;OtÞ þ eF ð2Þ
1 ðA;F; uÞ þ e1=2H1kðA;FÞxkðtÞ;

dY
dt

¼ eF ð1Þ
2 ðA;F;OtÞ þ eF ð2Þ

2 ðA;F; uÞ þ e1=2H2kðA;FÞxkðtÞ; ð18Þ
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where

F
ð1Þ
1 ¼

�A

gðA þ BÞð1 þ hÞ
f ðA cosFþ B;�AnðA;FÞsinF;OtÞnðA;FÞsinF;

F
ð2Þ
1 ¼

�Au

gðA þ BÞð1 þ hÞ
nðA;FÞsinF;

F
ð1Þ
2 ¼

�1

gðA þ BÞð1 þ hÞ
f ðA cosFþ B;�AnðA;FÞsinF;OtÞnðA;FÞðcosFþ hÞ;

F
ð2Þ
2 ¼

�u

gðA þ BÞð1 þ hÞ
nðA;FÞðcosFþ hÞ;

H1k ¼
�A

gðA þ BÞð1 þ hÞ
hkðA cosFþ B;�AnðA;FÞsinFÞnðA;FÞsinF;

H2k ¼
�1

gðA þ BÞð1 þ hÞ
hkðA cosFþ B;�AnðA;FÞsinFÞnðA;FÞðcosFþ hÞ;

h ¼
dB

dA
¼

gð�A þ BÞ þ gðA þ BÞ
gð�A þ BÞ � gðA þ BÞ

: ð19Þ

Eq. (18) can be modelled as Stratonovich stochastic differential equations and then converted into
It #o stochastic differential equations by adding Wong–Zakai correction terms. The result is

dA ¼ e½mð1Þ
1 ðA;F;OtÞ þ F

ð2Þ
1 ðA;F; uÞ� dt þ e1=2s1rðA;FÞ dBrðtÞ;

dY ¼ e½mð1Þ
2 ðA;F;OtÞ þ F

ð2Þ
2 ðA;F; uÞ� dt þ e1=2s2rðA;FÞ dBrðtÞ; r ¼ 1; 2;y;m; ð20Þ

where BrðtÞ are independent unit Wiener processes,

m
ð1Þ
i ¼ F

ð1Þ
i þ Dkl

@Hik

@A
H1l þ Dkl

@Hik

@F
H2l ;

bij ¼ sirsjr ¼ 2DklHikHjl ; i; j ¼ 1; 2; k; l; r ¼ 1; 2;y;m: ð21Þ

In non-resonant case, the harmonic excitation has no effect on the first approximation of the
response. So, only resonant case is considered in the following. Assume that we are interested in
resonant case, i.e.,

O
oðAÞ

¼
q

p
þ es; ð22Þ

where p and q are relatively prime positive small integers and es is the detuning parameter. In this
case, multiplying Eq. (11) by O yields

Ot ¼
q

p
Fþ est�

q

p
Yþ O

XN
n¼1

1

n
CnðAÞsin nF: ð23Þ

Introduce new variable G such that

G ¼ est�
q

p
Y; ð24Þ
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which denotes the phase difference of the response and harmonic excitation. Then, Eq. (23) can be
rewritten as

Ot ¼ Cþ G; ð25Þ

where

C ¼ CðA;FÞ ¼
q

p
Fþ O

XN
n¼1

1

n
CnðAÞsin nF: ð26Þ

Eq. (20) can be transformed into

dA ¼ e½mð1Þ
1 ðA;F;Cþ GÞ þ F

ð2Þ
1 ðA;F; uÞ� dt þ e1=2s1rðA;FÞ dBrðtÞ;

dG ¼ e½mð1Þ
2 ðA;F;Cþ GÞ þ F

ð2Þ
2 ðA;F; uÞ� �

q

p

� �
þ

O
oðAÞ

�
q

p

� �
nðA;FÞ

� �
dt

� e1=2
q

p
s2rðA;FÞ dBrðtÞ: ð27Þ

A and G are slowly varying processes while F is rapidly varying process. Averaging the drift and
diffusion coefficients with respect to F yields the following averaged It #o equations:

d %A ¼ e½ %mð1Þ
1 ð %A; %GÞ þ/F

ð2Þ
1 ðA;F; uÞSF� dt þ e1=2 %s1rð %AÞ dBrðtÞ;

d %G ¼ e½ %mð1Þ
2 ð %A; %GÞ �

q

p
/F

ð2Þ
2 ðA;F; uÞSF� dt þ e1=2 %s2rð %AÞ dBrðtÞ; ð28Þ

where

%m
ð1Þ
1 ¼ /m

ð1Þ
1 ðA;F;Cþ GÞSF;

%m
ð1Þ
2 ¼ m

ð1Þ
2 ðA;F;Cþ GÞ �

q

p

� �
þ

nðA;FÞ
e

O
oðAÞ

�
q

p

� �	 

F
;

%b11 ¼ %s1r %s1r ¼ /s1rs1rSFu %b22 ¼ %s2r %s2r ¼
q2

p2
/s2rs2rSF;

%b12 ¼ %b21 ¼ %s1r %s2r ¼ �
q

p
/s1rs2rSF; ð29Þ

and / �SF denotes the averaging with respect to F from 0 to 2p:
Amplitude A of displacement X is related to Hamiltonian H by Eq. (9). Eq. (28) can be

converted into the following It #o equations for %H and %G by using It #o differential rule:

d %H ¼ e
dU

d %A
½ %mð1Þ

1 ð %A; %GÞ þ/F
ð2Þ
1 ðA;F; uÞSF� þ

1

2

d2U

d %A2
%s1r %s1r

� �
dt

þ e1=2
dU

d %A
%s1r dBrðtÞ;

d %G ¼ e %m
ð1Þ
2 ð %A; %GÞ �

q

p
/F

ð2Þ
2 ðA;F; uÞSF

� �
dt þ e1=2 %s2r dBrðtÞ; ð30Þ

where dU=d %A ¼ gð %AÞð1 þ hÞ; d2U=d %A2 ¼ d½gð %AÞð1 þ hÞ�=d %A; %A is replaced by %H using relation
%A ¼ U�1ð %HÞ � B:

Note that X ; ’X in Eq. (1) is non-homogeneous diffusion Markov process while %A; %G in Eq. (28)
and %H; %G in Eq. (30) are homogeneous diffusion Markov processes. In the following Eq. (28) or
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(30) rather than Eq. (1) will be used to design the optimal bounded control for minimizing the
first-passage failure of system (1).

3. Dynamical programming equations

A is the amplitude of displacement, H is the total energy of the system, and G is the phase
difference of the response and harmonic excitation. The limiting state of system may specified in
terms of A or H: Since A and H are related by Eq. (9) and both A and H are non-negative, it is
equivalent to specify A or H for the limiting state. It is reasonable to assume that the first-passage
failure occurs once averaged amplitude %AðtÞ exceed critical value %Ac for the first time. In phase
plane ð %a; %gÞ; the safety domain Os is inside of the two parallel lines %a ¼ 0 and %ac (see Fig. 1). For
the control problem of maximizing reliability, introduce value function

V ðt; %a; %gÞ ¼ sup
uAUc

Pf½ %Aðt; uÞ; %Gðt; uÞ�AOs; tA½t; tf �g; ð31Þ

where uAUc denotes the control constraint. Eq. (31) implies that V ðt; %a; %gÞ is the reliability
function of optimally controlled system (28). Based on the stochastic dynamical programming
principle [21], the following dynamical programming equation can be derived:

sup
uAU

e
@

@t
þ ½ %mð1Þ

1 þ/F
ð2Þ
1 Sj�

@

@ %a
þ %m

ð1Þ
2 �

q

p
/F

ð2Þ
2 Sj

� �
@

@%g
þ

1

2
%b11

@2

@ %a2

�

þ
1

2
%b22

@2

@%g2
þ %b12

@2

@ %a@%g

�
Vðt; %a; %gÞ ¼ 0; %a; %gAOs; tA½0; tf �; ð32Þ

where %bij ¼ %sir %sjr: The boundary conditions associated with Eq. (32) are

V ðt; %ac; %gÞ ¼ 0; ð33Þ

V ðt; 0; %gÞ ¼ finite; ð34Þ
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V ðt; %a; %gþ 2npÞ ¼ Vðt; %a; %gÞ; ð35Þ

and the final time condition is

V ðtf ; %a; %gÞ ¼ 1; %aAOs: ð36Þ

Eqs. (32)–(35) are the mathematical formulation for the control problem of maximizing reliability
of averaged system (28). Both the optimal control law and the reliability function of optimally
control system (28) can be obtained from solving these equations.

The control problem of maximizing mean first-passage time can be formulated similarly. Let
E½tð %A; %G; uÞ� denote the mean first-passage time of controlled system (28). Define the value
function

V1ð %a; %gÞ ¼ sup
uAUc

E½tð %A; %G; uÞ�; ð37Þ

which implies V1 is the mean first-passage time of optimally controlled system (28). Based on the
dynamical programming principle [21], the following dynamical programming equation for value
function V1 can be derived from Eq. (28):

sup
uAU

e ½ %mð1Þ
1 þ/F

ð2Þ
1 Sj�

@

@ %a
þ %m

ð1Þ
2 �

q

p
/F

ð2Þ
2 Sj

� �
@

@%g
þ

1

2
%b11

@2

@ %a2

�

þ
1

2
%b22

@2

@%g2
þ %b12

@2

@ %a@%g

�
V1ð %a; %gÞ ¼ �1; %a; %gAOs: ð38Þ

The boundary conditions associated with Eq. (38) are

V1ð %ac; %gÞ ¼ 0; ð39Þ

V1ð0; %gÞ ¼ finite; ð40Þ

V ð %a; %gþ 2npÞ ¼ Vð %a; %gÞ: ð41Þ

Eqs. (38)–(41) are the mathematical formulation for the control problem of maximizing mean
first-passage time. Solving Eqs. (38)–(41) yields both optimal control law and the mean first-
passage time of optimally controlled system (28).

Note that boundary conditions (34) and (40) implied that %AðtÞ should not cross boundary %a ¼ 0:
They are qualitative and can be made to be quantitative by using Eqs. (32) and (38) and by
examining the behaviors of the drift and diffusion coefficients of Eqs. (32) and (38) at boundary

%a ¼ 0: It will be illustrated in the following example.
The optimal control law can be determined from maximizing the left side of Eq. (32) or (38)

with respect to uAUc: Since V is a periodic function of %g; the left side of Eq. (32) will be maximum
when the term /F

ð2Þ
1 Sj@V=@ %a reaches maximum. Suppose that the control constraint uAUc is of

the form

jujpu0; ð42Þ

where u0 is a positive constant. Then

/F
ð2Þ
1 Sj

@V

@ %a
¼ �

u

gða þ bÞð1 þ hÞ
anða;jÞsin j

	 

j

@V

@ %a
; ð43Þ
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will be maximum when juj ¼ u0 and ð�uAnða;jÞsin j@V=@aÞ=½gða þ bÞð1 þ hÞ� is positive, i.e.,

un ¼ u0 sgn �anða;jÞsin j
@V

@ %a


gða þ bÞð1 þ hÞ

� �
: ð44Þ

Usually, gða þ bÞð1 þ hÞ > 0 and @V=@ %ao0 since reliability is a monotonously decreasing function
of %a (e.g., see Fig. 5). Thus, Eq. (44) is reduced to

un ¼ �u0 sgnð�anða;jÞsin jÞ ¼ �u0 sgnð ’XðtÞÞ: ð45Þ

Eq. (45) implies that optimal control is a bang–bang control. un has a constant magnitude u0: It is
in the opposite direction of ’XðtÞ and changes its direction at ’XðtÞ ¼ 0:

Inserting Eq. (45) into Eq. (32) to replace u and averaging F
ð2Þ
i ; one obtains the final dynamical

programming equation for the control problem of maximizing reliability

@

@t
þ %m1

@

@ %a
þ %m2

@

@%g
þ

1

2
%b11

@2

@ %a2
þ

1

2
%b22

@2

@%g2
þ %b12

@2

@ %a@%g

� �
V ðt; %a; %gÞ ¼ 0; %a; %gAOs; 0ptptf ; ð46Þ

where

%m1ð %a; %gÞ ¼ %m
ð1Þ
1 þ

�unanða;jÞsin j
gða þ bÞð1 þ hÞ

	 

j
;

%m2ð %a; %gÞ ¼ %m
ð1Þ
2 þ

q

p

unnða;jÞðcosjþ h

gða þ bÞð1 þ hÞ

	 

j
: ð47Þ

The boundary and final time conditions are still those in Eqs. (33)–(36).
Similarly, the optimal control and the final dynamical programming equation for the control

problem of maximizing mean first-passage time are Eq. (45) and

e %m1
@

@ %a
þ %m2

@

@%g
þ

1

2
%b11

@2

@ %a2
þ

1

2
%b22

@2

@%g2
þ %b12

@2

@ %a@%g

� �
V1ð %a; %gÞ ¼ �1; ð48Þ

respectively. The boundary conditions are still those in Eqs. (39)–(41).
Inserting Eq. (47) into Eq. (28) to replace its drift coefficients yields the completely averaged It #o

equations for %A and %G

d %A ¼ e %m1ð %A; %GÞ dt þ e1=2 %s1rð %AÞ dBrðtÞ;

d %G ¼ e %m2ð %A; %GÞ dt þ e1=2 %s2rð %AÞ dBrðtÞ: ð49Þ

4. Backward Kolmogorov equation and Pontryagin equation of optimally controlled system

Eq. (49) is the completely averaged It #o equations of optimally controlled system (28). The
conditional reliability function of system (49) is defined by

Roptðt1j %a0; %g0Þ ¼ Pf½ %Aðt; unÞ; %Gðt; unÞ�AOs; tA½0; t1�jð %a0; %g0ÞAOsg: ð50Þ
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Since %A; %G is a homogeneous diffusion process, Ropt is governed by the following backward
Kolmogorov equation [22]:

�
@

@t1
þ %m1

@

@ %a0
þ %m2

@

@%g0
þ

1

2
%b11

@2

@ %a2
0

þ
1

2
%b22

@2

@%g2
0

þ %b12
@2

@ %a0@%g0

� �
Ropt ¼ 0; %a0; %g0AOs; ð51Þ

with boundary conditions

Roptðt1j %ac; %g0Þ ¼ 0; ð52Þ

Roptðt1j0; %g0Þ ¼ finite; ð53Þ

Roptðt1j %a0; %g0 þ 2npÞ ¼ Roptðt1j %a0; %g0Þ; ð54Þ

and initial condition

Roptð0j %a0; %g0Þ ¼ 1; %a0; %g0AO; ð55Þ

where %mi ¼ %miða0; g0Þ; %bij ¼ %bijða0; g0Þ are defined by Eqs. (29) and (47) with %a; %g replaced by %a0; %g0:
A comparison between Eqs. (31) and (50) reveals that

Roptðtf j %a0; %g0Þ ¼ Vð0; %a0; %g0Þ: ð56Þ

Note that in Eq. (51) t1 is a forward time running from 0 to tf while in Eq. (46) t is a backward
time running from tf to 0. Introducing transformations

t1 ¼ tf � t;

V ðt; %a; %gÞ-Roptðt1j %a0; %g0Þ; ð57Þ

Eq. (46) will be of the same form of Eq. (51) and final time condition (36) becomes initial
condition (55) while boundary conditions (33)–(35) becomes (52)–(54).

The conditional probability of first-passage failure of optimally controlled system is

Poptðt1j %a0; %g0Þ ¼ 1 � Roptðt1j %a0; %g0Þ: ð58Þ

The conditional probability density of first-passage time T is then

poptðT j %a0; %g0Þ ¼
@Poptðt1j %a0; %g0Þ

@t1

����
t1¼T

¼ �
@Roptðt1j %a0; %g0Þ

@t1

����
t1¼T

: ð59Þ

The mean first-passage time is defined by

m1;optð %a0; %g0Þ ¼
Z

N

0

TpoptðT j %a0; %g0Þ dT ¼
Z

N

0

RoptðT j %a0; %g0Þ dT : ð60Þ

The following Pontryagin equation for the conditional mean first-passage time of optimally
controlled system can be derived from Eqs. (51) and (60):

e %m1
@

@ %a0
þ %m2

@

@%g0
þ

1

2
%b11

@2

@ %a2
0

þ
1

2
%b22

@2

@%g2
0

þ %b12
@2

@ %a0@%g0

� �
m1;opt ¼ �1: ð61Þ

The boundary conditions associated with Eq. (61) are

m1;optð %ac; %g0Þ ¼ 0; ð62Þ

m1;optð0; %g0Þ ¼ finite; ð63Þ
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m1;optð %a0; %g0 þ 2npÞ ¼ m1;optð %a0; %g0Þ: ð64Þ

Obviously, dynamical programming equation (48) and its boundary conditions (39)–(41) are of
the same form of Eqs. (61)–(64). Thus, we have

m1;optð %a0; %g0Þ ¼ V1ð %a; %gÞ %a¼ %a0;%g¼%g0
: ð65Þ

Therefore, we can first solve dynamical programming equation (46) together with boundary
conditions (33)–(35) and final time condition (36) to obtain V ðt; %a; %gÞ and then obtain the
conditional reliability function and conditional probability density of first-passage time of
optimally controlled system by using Eqs. (57) and (59), respectively. Or, we can first transform
dynamical programming equation (46) into backward Kolmogorov equation (51) by using
transformation (57) and then solve Eq. (51) together with boundary and initial conditional
(52)–(55) to obtain the conditional reliability function, and finally obtain the conditional
probability density of first-passage time of optimally controlled system by using Eq. (59). As for
the conditional mean first-passage time of optimally controlled system, we can either first solve
dynamical programming equation (48) together with boundary conditions (39)–(41) to obtain
value function V1ð %a; %gÞ and obtain it by using Eq. (65), or first transform dynamical programming
equation (48) into Pontryagin equation (61) and then solve Eq. (61) together with boundary
conditions (62)–(64) to obtain it. It is also possible to obtain the conditional mean first-passage
time of optimally controlled system from the conditional probability density of first-passage time
or conditional reliability function by using Eq. (60).

Finally, it is noted that the control law (45) is optimal for the averaged system (28). For original
system (1), it is only quasi-optimal or nearly optimal. To simplify the statement, it is simply called
optimal bounded control for system (1).

5. Example

Consider the optimal bounded control of a Duffing oscillator subject to external harmonic
excitation and external and parametric white-noise excitations. The motion equation of the system
is of the form

.X þ o2X þ aX 3 ¼ �b ’X þ E cosOt þ x1ðtÞ þ Xx2ðtÞ þ u; ð66Þ

where o; a;b;E;O are positive constants denoting the natural frequency of degenerate linear
oscillator, intensity of non-linearity, damping coefficient, amplitude and frequency of harmonic
excitation, respectively; xkðtÞ ðk ¼ 1; 2Þ are independent Gaussian white noises in the sense of
Stratonovich with intensities 2Dk: It is assumed that b; E and Dk are of the same order of e:

For this oscillator,

UðxÞ ¼ o2x2=2 þ ax4=4;

gðxÞ ¼ dU=dx ¼ o2x þ ax3; ð67Þ
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and

n�1ða;jÞ ¼ ½ðo2 þ 3aa2=4Þð1 þ l cos 2jÞ��1=2 ¼
XN
n¼0

C2nðaÞcos 2nj;

C2nðaÞ ¼
1

2p

Z 2p

0

n�1ða;jÞcos 2nj dj;

l ¼ aa2=4ðo2 þ 3aa2=4Þ: ð68Þ

Two cases are considered in the following.
Case 1: Primary external resonance: In this case p ¼ q ¼ 1 and

O=oðaÞ ¼ 1 þ s; ð69Þ

where s is of the same order of e: By using the generalized van der Pol transformations (15) with
B ¼ 0; Eq. (66) is converted into

dA

dt
¼ F

ð1Þ
1 ðA;F;OtÞ þ F

ð2Þ
1 ðA;F; uÞ þ h11ðA;FÞx1ðtÞ þ h12ðA;FÞx2ðtÞ;

dY
dt

¼ F
ð1Þ
2 ðA;F;OtÞ þ F

ð2Þ
2 ðA;F; uÞ þ h21ðA;FÞx1ðtÞ þ h22ðA;FÞx2ðtÞ; ð70Þ

where

F
ð1Þ
1 ¼ �

A

gðAÞ
½bAnðA;FÞsinFþ E cosOt�nðA;FÞsinF;

F
ð2Þ
1 ¼ �

u

gðAÞ
AnðA;FÞsinF;

F
ð1Þ
2 ¼ �

1

gðAÞ
½bAnðA;FÞsinFþ E cosOt�nðA;FÞcosF;

F
ð2Þ
2 ¼ �

u

gðAÞ
nðA;FÞcosF;

h11 ¼ �
A

gðAÞ
nðA;FÞsinF; h12 ¼ �

A2

gðAÞ
nðA;FÞsinF cosF;

h21 ¼ �
1

gðAÞ
nðA;FÞcosF; h22 ¼ �

A

gðAÞ
nðA;FÞcos2 F: ð71Þ

Eq. (70) can be modelled as the following It #o stochastic differential equations by adding Wong–
Zakai correction terms:

dA ¼ ½mð1Þ
1 ðA;F;OtÞ þ F

ð2Þ
1 ðA;F; uÞ� dt þ s1kðA;FÞ dBkðtÞ;

dY ¼ ½mð1Þ
2 ðA;F;OtÞ þ F

ð2Þ
2 ðA;F; uÞ� dt þ s2kðA;FÞ dBkðtÞ; k ¼ 1; 2; ð72Þ

where

m
ð1Þ
i ¼ F

ð1Þ
i þ Dk h1k

@hik

@A
þ h2k

@hik

@F

� �
;

bij ¼ sirsjr ¼ 2Dkhikhjk; i; j; k ¼ 1; 2: ð73Þ
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Introducing new variable

G ¼ st�Y: ð74Þ

Eq. (72) is transformed into

dA ¼ ½mð1Þ
1 ðA;F;Cþ GÞ þ F

ð2Þ
1 ðA;F; uÞ� dt þ s1kðA;FÞ dBkðtÞ;

dG ¼ ½mð1Þ
2 ðA;F;Cþ GÞ � F

ð2Þ
2 ðA;F; uÞ þ ðO=oðAÞ � 1ÞnðA;FÞ� dt � s2kðA;FÞ dBkðtÞ: ð75Þ

Averaging the drift and diffusion coefficients in It #o equation (75) with respect to F leads to

d %A ¼ ½ %mð1Þ
1 ð %A; %GÞ þ/F

ð2Þ
1 ðA;F; uÞSF� dt þ %s1kð %AÞ dBkðtÞ;

d %G ¼ ½ %mð1Þ
2 ð %A; %GÞ �/F

ð2Þ
2 ðA;F; uÞSF� dt þ %s2kð %AÞ dBkðtÞ; ð76Þ

where

%m
ð1Þ
1 ð %A; %GÞ ¼ � b %Aðo2 þ 5a %A2=8Þ=2ðo2 þ a %A2Þ þ E sin %G nð %A;FÞsinF

*

� sin Fþ O
XN
n¼1

1

n
Cnð %AÞsin nF

 !+
F

,
ðo2 þ a %A2Þ

� aD1 %Að3o2 þ 3a %A2=2Þ=4ðo2 þ a %A2Þ3 þ D1ðo2 þ 7a %A2=8Þ=2 %Aðo2 þ a %A2Þ2

þ D2o2 %Aðo2 þ a %A2=2Þ=8ðo2 þ a %A2Þ3 þ D2 %Aðo2 þ 7a %A2=8Þ=4ðo2 þ a %A2Þ2;

%m
ð1Þ
2 ð %A; %GÞ ¼E cos %G nð %A;FÞcosF cos Fþ O

XN
n¼1

1

n
Cn

%ðAÞsin nF

 !* +
F

,
%Aðo2 þ a %A2Þ

þ ½OC0
%ðAÞ � 1�/nð %A;FÞSF;

%b11ð %AÞ ¼ %s1k %s1k

¼D1ðo2 þ 5a %A2=8Þ=ðo2 þ a %A2Þ2 þ D2A2ðo2 þ 3a %A2=4Þ=4ðo2 þ a %A2Þ2;

%b22ð %AÞ ¼ %s2k %s2k

¼D1ðo2 þ 7a %A2=8Þ= %A2ðo2 þ a %A2Þ2 þ 2D2ð3o2=8 þ 11a %A2=32Þ=ðo2 þ a %A2Þ2;

%b12ð %AÞ ¼ %b21
%ðAÞ ¼ %s1k %s2k ¼ 0: ð77Þ

The dynamical programming equation for the control problem of maximizing reliability is of
the form of Eq. (32) with %m

ð1Þ
i ; %bij defined by Eq. (77). Suppose that the control constraint is of the

form of Eq. (42). Then the optimal control is of the form of Eq. (45). Inserting un in Eq. (45) into
F

ð2Þ
i in Eq. (71) and then averaging F

ð2Þ
i with respect F; one obtains

/F
ð2Þ
1 ðA;F; unÞSF ¼

�A

gðA þ BÞð1 þ hÞ
/unnðA;FÞsinFSF;

/F
ð2Þ
2 ðA;F; unÞSF ¼

�1

gðA þ BÞð1 þ hÞ
/unnðA;FÞcosFSF: ð78Þ
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The conditional reliability function of optimally controlled system (66) can be obtained from
solving backward Kolmogorov equation (51) with %bij defined by Eq. (77) and

%m1 ¼ %m
ð1Þ
1 ð %a0; %g0Þ þ/F

ð2Þ
1 ðA;F; unÞSFjA¼a0

;

%m2 ¼ %m
ð1Þ
2 ð %a0; %g0Þ �/F

ð2Þ
2 ðA;F; unÞSFjA¼a0

; ð79Þ

where %m
ð1Þ
i defined by Eq. (77) and /F

ð2Þ
i S defined by Eq. (78). The associated two boundary

conditions are Eqs. (52) and (54) and initial condition is Eq. (55). One more boundary condition,
Eq. (53) can be replaced by Eq. (51) with %mi and %bij at %a0 ¼ 0: The backward Kolmogorov
equation can be solved by using finite difference method with modified standard Thomas
algorithm. Then the conditional probability density of first-passage time of optimally controlled
system (66) can be obtained from the conditional reliability function by using Eq. (59). The mean
first-passage time of optimally controlled system (66) can be obtained either from the conditional
reliability function by using Eq. (60) or from solving Pontryagin equation (61) together with
boundary conditions (62)–(64), where boundary Eq. (63) is replaced by Eq. (61) with %mi; %bij

defined by Eqs. (77) and (79) at %a0 ¼ 0:
Some numerical results are shown in Figs. 2–4, where solid line denotes analytical results while

’Km the results from digital simulation of original system (66). It is seen that the analytical
results are in rather good agreement with those from digital simulation and the reliability of the
system improved greatly by feedback control. The reliability as function of %a0 at fixed t and %g0 is
shown in Fig. 5. It is shown that reliability is a monotonously decreasing function of %a0; which
justifies the derivation from Eq. (44) to Eq. (45).

Case 2: Primary parametric resonance: In this case p ¼ 1; q ¼ 2 and

O
oðaÞ

¼ 2 þ s; ð80Þ

where s is of order of e: Introduce new variable

G ¼ st� 2Y: ð81Þ

ARTICLE IN PRESS

0 10 20 30 40 50 60

t

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
o

p
t 

(t
)

1

2

3

Fig. 2. Reliability function of optimally controlled system (66) in primary external resonance for given initial condition:

o ¼ 1:0; O ¼ 1:0; a ¼ 0:6; b ¼ 0:01; E ¼ 0:01; D1 ¼ 0:03; D2 ¼ 0:04; %a0 ¼ 0:24; %g0 ¼ 0:1257; 1—u0 ¼ 0:0; 2—u0 ¼
0:02; 3—u0 ¼ 0:04: ——, analytical result; ’Km; result from digital simulation.
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Applying the stochastic averaging method to Eq. (66) leads equations similar to Eq. (76), where

%m
ð1Þ
1 ð %A; %GÞ ¼ � b %Aðo2 þ 5a %A2=8Þ=2ðo2 þ a %A2Þ

þE sin %G nð %A;FÞ sinF sin 2Fþ O
XN
n¼1

1

n
Cn

%ðAÞ sin nF

 !* +
F

,
ðo2 þ a %A2Þ

� aD1 %Að3o2 þ 3a %A2=2Þ=4ðo2 þ a %A2Þ3 þ D1ðo2 þ 7a %A2=8Þ=2 %Aðo2 þ a %A2Þ2

þ D2o2 %Aðo2 þ a %A2=2Þ=8ðo2 þ a %A2Þ3 þ D2 %Aðo2 þ 7a %A2=8Þ=4ðo2 þ a %A2Þ2;

%m
ð1Þ
2 ð %A; %GÞ ¼E cos %G nð %A;FÞcosF cos 2Fþ O

XN
n¼1

1

n
Cn

%ðAÞsin nF

 !* +
F

,
%Aðo2 þ a %A2Þ

þ ½OC0
%ðAÞ � 2�/nð %A;FÞSF;
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%b11ð %AÞ ¼ %s1r %s1r

¼D1ðo2 þ 5a %A2=8Þ=ðo2 þ a %A2Þ2 þ D2 %A
2ðo2 þ 3a %A2=4Þ=4ðo2 þ a %A2Þ2;

%b22ð %AÞ ¼ %s2r %s2r

¼ 4D1ðo2 þ 7a %A2=8Þ= %A2ðo2 þ a %A2Þ2 þ 8D2ð3o2=8 þ 11a %A2=32Þ=ðo2 þ a %A2Þ2;

%b12ð %AÞ ¼ %b21
%ðAÞ ¼ %s1r %s2r ¼ 0: ð82Þ

Then, following the same procedure as that in case 1, one obtains the conditional reliability
function, conditional probability density and mean of first-passage time of optimally controlled
system (66).

Some numerical results are shown in Figs. 6–8. It is seen that the agreement between analytical
results and those from digital simulation in this case is even better than that in case 1.

ARTICLE IN PRESS

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

R
op

t

1

2

a0

Fig. 5. Reliability of optimally controlled system (66) in primary external resonance as function of initial displacement

amplitude %a0: o ¼ 1:0; O ¼ 1:0; a ¼ 0:6; b ¼ 0:01; E ¼ 0:01; D1 ¼ 0:03; D2 ¼ 0:04; %g0 ¼ 2:514; t ¼ 20; 1—u0 ¼
0:02; 2—u0 ¼ 0:06: —, analytical result; ’K; result from digital simulation.

0 10 20 30 40 50 60

t

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
op

t (
t)

1

2

3

Fig. 6. Reliability function of optimally controlled system (66) in primary parametric resonance for given initial

condition: o ¼ 1:0; O ¼ 2:0; a ¼ 0:6; b ¼ 0:01; E ¼ 0:01; D1 ¼ 0:03; D2 ¼ 0:04; %a0 ¼ 0:24; %g0 ¼ 1:257; 1—u0 ¼ 0;
2—u0 ¼ 0:025; 3—u0 ¼ 0:05: ——, analytical result; ’Km; result from digital simulation.

W.Q. Zhu, Y.J. Wu / Journal of Sound and Vibration 271 (2004) 83–10198



6. Conclusions

In the present paper a procedure for designing the optimal bounded control of strongly non-
linear systems under combined harmonic and white-noise excitations to minimize the first-passage
failure has been proposed for the first time. The procedure consists of applying the stochastic
averaging method for strongly non-linear systems under combined harmonic and white-noise
excitations, establishing the dynamical programming equations for the control problems of
maximizing reliability and of maximizing mean first-passage time based on the averaged It #o
equations using dynamical programming principle, determining the optimal control from the
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dynamical programming equations and control constraint, and obtaining the conditional
reliability function, conditional probability density and mean of first-passage time of optimally
controlled system from solving the associated backward Kolmogorov equation and Pontryagin
equation. An example has been worked out in detail to illustrate the application of the proposed
procedure. The comparison between the analytical results and those from digital simulation shows
that the proposed procedure works quite well. All the results show that the reliability of the
system can be greatly improved by the feedback control.

It is noted that the proposed procedure can be easily extended to strongly non-linear systems
under combined harmonic and wideband random excitations. This will be the subject of our
future research.
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