CFD analysis of pneumatic conveying in a double-tube-socket (DTS®) pipe
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A B S T R A C T

A pipeline with a bypass is widely used for the pneumatic conveying of material. The double-tube-socket (DTS®) technology, which uses a special inner bypass, represents the current state of the art. Here, a new methodology is proposed based on the use of computational fluid dynamics (CFD) to predict the energy consumption of DTS conveying. The predicted results are in good agreement with those from pilot-scale experiments.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Pneumatic conveying is a method for the transport of powdered and granular materials that meets the requirements of a variety of industrial uses. The conveying system includes a source of compressed carrier gas, a feeding device, a conveying pipeline, and a receiver to separate the conveyed material and the carrier gas. The system is totally enclosed and high, low or negative pressures can be used to convey materials [1]. This form of conveying has become popular in recent years due to its relatively low energy consumption. However, when conveying dense material the pipeline can be blocked due to an overly thick layer of material. Consequently, the use of a bypass is proposed so that air flow in the bypass can hinder the formation of thick layers of material in the main pipe [2]. Since 1980, a bypass has been placed inside main pipelines, and this technology is called the double-tube-socket (DTS®).

The main characteristic of a DTS pipe is that it has a smaller pipe installed at the inside top of the ordinary pipe. There are many nozzles at intervals along the inner pipe. If the DTS pipe becomes blocked by powder, the pressure of the upstream air increases and the airflow is forced into the inner pipe through the last nozzle before the blockage. Air escapes from the next nozzle in the inner pipe faster than the airflow in the main pipe. This nozzle is within the blockage and disturbs the built-up powder, allowing the resumption of the powder flow through the main pipe (Fig. 1).

The DTS pipe reduces the frequency of pipeline blockage, and it is widely used for long-distance conveying of powder. As the national research institute for ash handling technology, the China Electric Power Research Institute (CEPRI) developed its own patented DTS for ash handling. To date, more than 40 DTS ash-conveying systems have been installed in 30 coal-burning power plants in China, where the reliability of DTS has been widely validated by usage.

Until now, the details of the DTS conveying mechanism were not fully understood, and all parameters of the DTS system, such as pressure of the carrier gas, were designed empirically. A huge amount of testing work is needed to make the energy consumption of the system as small as possible.
Many difficulties in design for the process industries are related to the behaviors of fluids in turbulent flow, often involving more than one phase. Computational-Fluid-Dynamics (CFD) techniques have great potential to contribute for designing and optimizing these processes [3]. In the past, there have been many research work reported that uses CFD to study two-phase (gas–solid and gas–liquid) flow in pipes [4–6], and in pneumatic conveying [7]. It has been proved that in dilute transport situations realistic CFD predictions of pressure drop, particle holdup, and of choking behavior can be made.

This study has investigated the DTS conveying system by both mathematical modeling and by experiment. The mathematical modeling is build-up based on the finite domain techniques [3]. The governing equations were derived in the form of coupled, non-linear partial differential equations [8]. An Euler–Euler model was used to simulate the system and to predict the movement of both carrier gas and conveyed material. In the experimental work, pressure drop, solid loading rate and gas consumption were monitored online. Furthermore, a simple computational program is proposed that outputs the smallest energy consumption of conveying from the input of only the required solid loading rate and conveying distance. The predicted smallest energy consumption is in good agreement with experiment.

2. Methodology

The whole conveying process can be divided into a developing part and a fully developed part, as shown in Fig. 2. The developing part starts at the outlet of the material storage tank and ends where the flow pattern is first fully developed in the conveying pipeline. The fully developed part is from that location in the pipe to the end of the pipe. It is convenient to study these parts separately but there must be a method to link them together afterwards. The full details of the methodology are presented below.

2.1. Fully developed part

The distance of the material is to be conveyed could be up to a few kilometers. It is expensive in CPU terms to simulate the whole pipeline; however, when the flow achieves the fully developed stage, the flow pattern is periodically changed due to

---

**Nomenclature**

- $g$: gas phase
- $s$: particle phase
- $\alpha$: volume fraction
- $v$: velocity
- $F$: body force
- $R$: drag force between phases
- $P_s$: solid pressure
- $\theta_s$: solid temperature
- $\kappa_{st}$: diffusion coefficient of solid temperature
- $S_{st}$: source term of solid temperature
- $D_{st}$: dissipation term of solid temperature
- $e_{st}$: coefficient of restitution for particle collisions
- $g_{st}$: radial distribution function

---

Fig. 1. Principle of double-tube-system conveying pipe.
the periodic nature of the DTS structure. Therefore, the simulation object is chosen as shown in Fig. 3. There are 4 cross-sections labeled a, b, c, and d in Fig. 3, where the pressure, gas flow-rate and solid loading rate are monitored in the simulation. So that the simulated object can represent the whole of the fully developed part, a periodic boundary condition is used to describe both the inlet and the outlet of the calculation domain. The periodic boundary condition implies that the inlet and the outlet are coupled together. Everything leaving the domain from the outlet will flow into the domain again via the inlet. Consequently, the flow patterns are exactly the same for the inlet and the outlet. The pressure drop from the inlet to the outlet needs to be specified before the computational fluid dynamics (CFD) calculation.

A Euler–Euler model was used to simulate the movements of both carrier gas and conveyed material. The essence of the model is that the particle phase is treated as a continuous phase with its own convection term, diffusion term, source term and dissipation term in its conservation equations. It is well known that all conservation equations for the gas phase are derived from a theory called Molecular Gas Dynamics. It can be supposed that the performance of particles is rather similar to the performance of gas molecules. Hence, all terms of particle conservation equations can be obtained from the Granular Dynamics theory. Full details of the Euler–Euler model are given in references [9,10]. The main concept of a Euler-Euler model is described by the following simplified equations:

\[
\frac{\partial}{\partial t} (x_i \rho_i) + \nabla \cdot (x_i \rho_i \mathbf{v}_i) = 0; \quad i = g, s, \tag{1}
\]

\[
\frac{\partial}{\partial t} (x_g \rho_g \mathbf{v}_g) + \nabla \cdot (x_g \rho_g \mathbf{v}_g \mathbf{v}_g) = -x_g \nabla P + \nabla \cdot \tau_g + \mathbf{F}_g + R_{gs}, \tag{2}
\]

\[
\frac{\partial}{\partial t} (x_s \rho_s \mathbf{v}_s) + \nabla \cdot (x_s \rho_s \mathbf{v}_s \mathbf{v}_s) = -x_s \nabla P + \nabla \cdot \tau_s + \mathbf{F}_s + R_{gs} - \nabla P, \tag{3}
\]

\[
p_s = x_s \rho_s + 2 \rho_s (1 + e_s) x_s^2 g_{ss} \delta_s, \tag{4}
\]

\[
\frac{\partial}{\partial t} (x_s \rho_s \theta_s) + \nabla \cdot (x_s \rho_s \mathbf{v}_s \theta_s) = S_s + \nabla \cdot (\kappa \nabla \theta_s) - D_\theta. \tag{5}
\]

The most important variables are solid pressure and solid temperature, which represent the random movement of particles. Form Eq. (3), it can be seen, the gas pressure gradient is involved in the particle phase momentum calculation. It has been proved that stable and meaningful results can be obtained with consideration the terms of pressure gradients under the condition that the pressure gradient must be written as the partial gradient of pressure but not the gradient of a partial pressure [11].
2.2. Developing part

The same CFD models are used for prediction of the fluid structure inside the developing part of the DTS system; however, the flow pattern is not periodically changed in that part. The velocity profiles for both phases need to be specified at the inlet Fig. 4. Arrangement of grids.

- Calculate the flow rates and velocity profiles at both inlet and outlet of fully developed part
- Input the pressure gradient of fully developed part and guest thickness of initial layer
- Calculate the pressure drop in the start part
- Calculate the total energy consumption
- Energy consumption is the lowest?

Fig. 5. The methodology.
and at the outlet of the calculation domain. Furthermore, because of mass balance and the conservation of momentum, the velocity profiles at the outlet of the developing part must be the same as those at the inlet of the fully developed part.

2.3. Computational details

The 2D arrangement of 15579 grids is shown in Fig. 4. The grids are not uniform but are arranged on the basis of structure. The largest grid area is 8.985996 e-3 m² while the smallest is 1.258492 e-3 m². In order to make the periodic boundary conditions effective, the calculation domain must contain at least 4 interval nozzles, as shown in Fig. 4. The relaxation factors for solving conservation equations can be set as 0.5–0.8, it depends on cases. The calculation is unsteady and the time step could not be greater than 0.001 s for getting stable solutions. Therefore, although the simulation object is only 1.7 m long, in average, running one case until convergence takes 21 days using a computer with core 2 2.0 GHz CPU.

2.4. Coupling method

Fig. 5 illustrates the methodology that can couple both parts together.

1. Using the pressure gradient of the fully developed part to calculate the velocity profiles inside that part.
2. Applying the obtained velocity profiles as the outlet boundary conditions of the developing part to calculate the pressure drop in that part.

<table>
<thead>
<tr>
<th>Test number</th>
<th>Dp (Kpa/m)</th>
<th>Tonnage (t/h)</th>
<th>Ratio between tonnage and gas consumption (kg/kg)</th>
<th>Energy consumption for unit tonnage (kw .h/t .m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>8.44</td>
<td>37.10</td>
<td>0.004817</td>
</tr>
<tr>
<td>2</td>
<td>0.92</td>
<td>4.32</td>
<td>29.42</td>
<td>0.007159</td>
</tr>
<tr>
<td>3</td>
<td>0.86</td>
<td>6.54</td>
<td>30.58</td>
<td>0.006476</td>
</tr>
<tr>
<td>4</td>
<td>0.78</td>
<td>7.21</td>
<td>28.47</td>
<td>0.006314</td>
</tr>
<tr>
<td>5</td>
<td>0.72</td>
<td>8.51</td>
<td>30.61</td>
<td>0.005436</td>
</tr>
<tr>
<td>6</td>
<td>0.66</td>
<td>8.96</td>
<td>25.63</td>
<td>0.005932</td>
</tr>
<tr>
<td>7</td>
<td>0.54</td>
<td>8.38</td>
<td>20.10</td>
<td>0.006240</td>
</tr>
<tr>
<td>Average</td>
<td>0.75</td>
<td>7.48</td>
<td>28.85</td>
<td>0.006959</td>
</tr>
</tbody>
</table>
3. Calculate the total energy consumption.
4. Repeat steps 1–3 to do parametric studies.
5. Investigate energy consumption on the basis of all the results.

3. Experimental work

The experimental system consists of four parts. They are the compressed gas supply device, the feeding device, the conveying pipeline and the receiver to separate the conveyed material from the carrier gas. The detailed arrangement of the four parts is shown in Fig. 6. Pressure detectors are set up along the pipeline so that the pressure change can be monitored at different positions. Furthermore, there are mass meters at the outlet of the feeding device, and the variations of solid loading rate are recorded at set time intervals [12,13]. The physical properties of the conveyed material are summarized in Table 1. The conveyed material is coal ash, which is always conveyed at low velocity but in high bulk density [14]. The measured pressure drop, the mass ratio between the conveyed material and the carrier gas, and the energy consumption per unit solid loading rate are given in Table 2. It should be pointed out that in reality those parameters change at different times. Therefore, the time-averaged experimental results are used for comparison with the CFD simulation results. It has been proved experimentally that the unit energy consumption given in Table 2 is the lowest for conveying ash 500 m at 7.48 t/h.

4. Results and discussion

The contours of volume fractions of conveyed material at different times are shown in Fig. 7. At the beginning, piles of material are formed due to the impact of the air jet from the nozzles of the bypass. Once these piles are formed, they keep moving in the direction of the pressure drop. At the beginning, the heights of piles at different locations are almost the same; however, as time passes, the heights of piles are minimized until they are stable. This tendency implies that the structure of the DTS system naturally reduces the height of the piles of material and, therefore, it can minimize the frequency of pipeline blockage.

Fig. 8 shows the volume fraction of conveyed material at the same location at different times. There must be a layer of material formed on the bottom of the pipeline before conveying is stable; however, the initial thickness of that material layer is unknown in a real test. In Fig. 8, the initial thickness of the layer of material is assumed to be 0.03 m for case A, and 0.06 m for case B. It can be seen from Fig. 8(a) and 8(b) that the volume fractions change periodically. When the pile peak reaches the monitoring point, the recorded volume fraction will be the highest, whereas the recorded volume fraction will be the...
lowest when the lowest pile arrives. Therefore, the periodic change of volume fraction at a certain position is the same as the period of the material pile movement. It can be seen that the histories of volume fraction at positions a and d are exactly the same, because the distance between a and d is equal to the distance between the nozzles in the bypass. A comparison of Fig. 8(a) and 8(b) shows that the volume fraction in Fig. 8(a) is much lower than that in Fig. 8(b). This is because the initial layer of material is much thinner for case A.

The velocity of material at the outlet is shown in Fig. 9. For case A, the initial thickness of the layer of material is 0.03 m. The carrier gas passes mainly through the main pipe; consequently, the gas velocity is highest at the center of this pipe. The material is pushed by the gas and the highest velocity of conveyed material occurs at the center of the ordinary pipe. For case B, the initial thickness of the layer of material is 0.06 m. There is less room in the main pipe for the gas to pass through and so most of the gas flows through the bypass.

Fig. 10 shows the volume fractions of material conveyed along the main pipe. It can be supposed that the volume fraction of the highest pile of material is defined as 0.3. Then the height of the pile of material can be identified. The piles of material

Fig. 7 (continued)
Fig. 8. The volume fraction of conveyed material at the same location for different moments.

Fig. 9. The velocities of conveyed material at different location.

Fig. 10. The volume fraction of conveyed material at different locations.
(a) Tonnages under different pressure drops.  
(b) Tonnages under different thicknesses of initial layer

Fig. 11. Tonnage under different conditions.

(a) Gas consumption under different pressure drops.  
(b) Gas consumption under different thicknesses of initial layer

Fig. 12. Gas consumption under different conditions.

(a) Energy consumption under different pressure drops  
(b) Energy consumption under different thicknesses of initial layer

Fig. 13. Energy consumption.
are 0.04 m high for case A and 0.07 m high for case B. Therefore, it can be concluded that although the initial thicknesses of the layers of material are different, the increase of the height of the pile is the same (0.01 m) under the same pressure drop (750 Pa/m).

Fig. 11 shows the solid loading rates under different conditions. Fig. 11(a) gives the solid loading rates at different pressure drops, and it can be seen that the solid loading rate increases as the pressure drop increases. Fig. 11(b) shows the solid loading rates at different thicknesses of the initial material layer, and it can be seen that the thickness of the initial layer increases, the solid loading rate increases.

Fig. 12 shows the gas consumption under different conditions. Fig. 12(a) demonstrates that the gas consumption increases as the pressure drop increases, because more gas flows through the main pipe. Fig. 12(b) shows gas consumption with different thicknesses of the initial layer of material. It can be seen that gas consumption decreases with increased thickness of the layer of material because there is less room for the gas to pass through.

Energy consumption is shown in Fig. 13. Energy consumption increases as the pressure drop increases, as shown in Fig. 13(a). From Fig. 13(b) it can be seen that energy consumption decreases as the thickness of the initial layer of material increases. It should be pointed out that although a thicker layer of material helps to save energy in the fully developed part, if the material layer is overly thick the particles will flow into the bypass and thereby the pipeline will be blocked.
Fig. 14 shows the energy consumption per unit solid loading rate, which is a very important parameter for evaluation of the efficiency of a conveying system. Fig. 15(a) shows that, in general, the energy consumption per unit solid loading rate increases as the pressure drop increases. However, when the initial thickness is 30 mm, the energy consumption per unit solid loading rate first increases and then decreases. The highest energy consumption point occurs when the pressure drop reaches 1200 Pa/m. Fig. 14(b) shows that as the thickness of the initial layer increases, the energy consumption per unit solid loading rate decreases.

The length of the developing part was chosen as 4.2 m to keep the outlet in the fully developed stage. The pressure drops in the developing part are shown in Fig. 15. It can be seen from Fig. 15(a) that as the pressure drop increases in the fully developed part, the pressure drop in the developing part increases also. Fig. 15(b) shows that as the thickness of the initial layer increases, the pressure drop increases greatly in the developing part.

Energy consumption in the developing part increases as the pressure drop increases in the fully developed part (Fig. 16(a)) and as the thickness of the initial layer of material increases (Fig. 16(b)). A thicker layer of material helps to save energy in the fully developed part but it induces high energy consumption in the developing part.
Energy consumption per unit solid loading rate increases as the pressure drop in the fully developed part increases (Fig. 17(a)), and as the thickness of the initial layer of material increases (Fig. 17(b)).

A mathematical interpolation method was established and a computational program was devised on the basis of the results discussed above. If solid loading rate and conveying distance are used as input, the computational program will give the optimized air dynamic parameters so that the conveying system will have the lowest energy consumption possible. Fig. 18(a) shows an input solid loading rate of 7.4 t/h and a conveying distance of 500 m, which match the experimental parameters. The output result in Fig. 18(b) shows that for conveying this solid loading rate for 500 m, the pressure drop in the fully developed part should be 750 Pa/m, the ratio between solid loading rate and gas consumption should be 24.089, and the lowest energy consumption per unit solid loading rate should be 6.22 e-3 kw.h/t.m. Table 3 shows that the experimental results and the calculated results are very similar with an error of <20%, which is acceptable for industrial usage.

### Table 3

Comparison and validation.

<table>
<thead>
<tr>
<th></th>
<th>Pressure gradient in fully developed part (Pa/m)</th>
<th>Ratio between tonnage and gas consumption</th>
<th>Energy consumption for unit tonnage in fully developed part (kw.h/t.m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental results</td>
<td>750</td>
<td>28.850</td>
<td>0.006959</td>
</tr>
<tr>
<td>Calculated results</td>
<td>750</td>
<td>24.089</td>
<td>0.006220</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.0</td>
<td>16.5</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Fig. 18. The calculated best parameters for lowest energy consumption.
5. Conclusion

- A new methodology based on CFD simulation is proposed. This method can be used to study the fluid structures inside the developing and the fully developed parts of DTS separately, and can then couple them together.
- The solid loading rate and energy consumption increase as the pressure drop in the fully developed part increases, which is not desirable.
- The solid loading rate increases and the energy consumption per unit solid loading rate decreases in the fully developed part as the thickness of the initial layer of material increases; however, the energy consumption per unit solid loading rate increases in the developing part. Therefore, simply increasing the thickness of the initial layer of material is not satisfactory.
- Finally, a mathematical method is established for optimization of the parameters of the carrier gas to meet the requirement of solid loading rate and conveying distance with the lowest energy consumption. This method is validated by experiment.
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