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SUMMARY

In this paper, the codes of Pattern Informatics (PI) method put forward by Rundle et al. have been
worked out according to their algorithm published, and the retrospective forecast of PI method to North
China (28.0◦–42.0◦ N, 108.0◦–125.0◦ E) and to Southwest China (22.0◦–28.3◦ N, 98.0◦–106.0◦ E) has
been tested. The results show that the hit rates in different regions show a great difference. In Southwest
China, 32 earthquakes with ML5.0 or larger have occurred during the predicted time period 2000–2007,
and 26 out of the 32 earthquakes occurred in or near the hot spots. In North China, the total number of
ML5.0 or larger was 12 during the predicted time period 2000–2007, and only 3 out of the 12 earthquakes
occurred in or near the hot spots. From our results, we hold that if the PI method could be applied to all
kinds of regions, the parameters associated with time points and time windows should be chosen carefully
to obtain the higher hit rate. We also found that the aftershocks in a strong earthquake sequence affect
the PI results obviously. Copyright © 2009 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Pattern informatics (PI) method is one of the new approaches to earthquake forecasting in 10 year
scale, which is recently introduced by Rundle et al. [1–4] and defined in mathematical terms and
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provided a rational explanation for each step of the process by Tiampo et al. [5,6]. This method
is proved to be much better than a simple measure of past seismicity. Holliday et al. performed a
systematic analysis of the procedure and found optimal choices for the southern California region
by varying the ordering of the steps and the parameter values [7–9].
The PI method is based on the statistical mechanics of complex systems and can quantify

temporal variations in seismicity. Although it could not give short-term predictions of future
earthquakes, it does reduce the areas of earthquake risk relative to those given by long-term
hazard assessments. The result is a map of areas in a seismogenic region (hot spots) where earth-
quakes are likely to occur during a specified period in the future. A forecast map of locations
(hot spots) of future M>5 earthquakes for California in the period of 2000–2010 was published in
2002 [3] (http://quakesim.jpl.nasa.gov/scorecard.html). Subsequently, 19 of the 20 California earth-
quakes with magnitudes M>5 occurred in or immediately adjacent to the resulting hot spots till
February 2008, while the areas of the hot spots only cover 4% of the map area (Performance Analysis
of Earthquake Forecasts, presentation of Rundles et al. on the 6th ACES International Workshop
Cairns, Australia, 11–16 May 2008). Nanjo et al. modified the PI method for use with the Japanese
catalogs and successfully forecast the 23 October 2004 M = 6.8 Niigata earthquake [10]. Chen
et al. modified the PI method for use with Chinese Taiwan catalogs [11] and found the Chi Chi
Ms7.6 earthquake located in the hot spot area.
How about the effects of PI method when applied to China mainland? To test the validity of

this method for continental earthquakes, Jiang and Wu [12] studied the PI map with codes from
Chen in Sichuan-Yunnan region of China and made retrospective forecast test for earthquakes with
Ms ≥ 5.5. Their results show that the PI forecast outperforms not only random forecast but also
the simple number counting approach based on the clustering hypothesis of earthquakes. They also
found that if the ‘forecast time window’ was shortened to 3 years, the forecast capability of the PI
model decreased significantly, albeit outperforming random forecast.
The objective of this paper is to apply the PI method to different regions in China mainland to

see if there exists significant discrepancy in the forecasting ability in different regions. We choose
north China and southwest China as the retrospective forecasting regions in this paper.

2. ABOUT THE CODES AND ALGORITHM OF PI METHOD

Following the detailed steps of the PI method in the literature [7], we write codes in Fortran
language, which can obtain hot spots map of the PI method in the region of interest. The detailed
utilization of the PI method for earthquake forecasting is as follows [7]:
(1) The region of interest is divided into NB square boxes with linear dimension �x . Boxes are

identified by a subscript i and are centered at xi . For each box, there is a time series Ni (t),
which is the number of earthquakes per unit time at time t larger than the lower cut-off
magnitude Mc. The time series in box i is defined between a base time tb and the present
time t .

(2) All earthquakes in the region of interest with magnitudes greater than a lower cutoff mag-
nitude Mc are included. The lower cutoff magnitude Mc is specified in order to ensure
completeness of the data through time, from an initial time t0 to a final time t2.

Copyright q 2009 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. 2010; 22:1559–1568
DOI: 10.1002/cpe



STUDY ON THE FORECAST EFFECTS 1561

(3) Three time intervals are considered:

(a) A reference time interval from tb to t1.
(b) A second time interval from tb to t2, t2>t1. The change interval over which seismic

activity changes are determined is then t2 − t1. The time tb is chosen to lie between t0
and t1. The objective is to quantify anomalous seismic activity in the change interval t1
to t2 relative to the reference interval tb to t1.

(c) The forecast time interval t2 to t3, for which the forecast is valid. We take the change
and forecast intervals to have the same length.

(4) The seismic intensity in box i , Ii (tb, t), between two times tb<t , can then be defined as the
average number of earthquakes with magnitudes greater than Mc that occur in the box per
unit time during the specified time interval tb to t . Therefore, using discrete notation, we can
write:

Ii (tb, t) = 1

t − tb

t∑

t ′ = tb

Ni (t
′)

where the sum is performed over increments of the time series, say days.
(5) In order to compare the intensities from different time intervals, we require that they have

the same statistical properties. We therefore normalize the seismic intensities by subtracting
the mean seismic activity of all boxes and dividing by the standard deviation of the seismic
activity in all boxes. The statistically normalized seismic intensity of box i during the time
interval tb to t is then defined by

Îi (tb, t) = Ii (tb, t) − 〈Ii (tb, t)〉
�(tb, t)

where 〈Ii (tb, t)〉 is the mean intensity averaged over all the boxes and �(tb, t) is the standard
deviation of intensity over all the boxes.

(6) Our measure of anomalous seismicity in box i is the difference between the two normalized
seismic intensities:

�Ii (tb, t1, t2) = Îi (tb, t2) − Îi (tb, t1)

(7) To reduce the relative importance of random fluctuations (noise) in seismic activity, we
compute the average change in intensity, �Ii (t0, t1, t2) over all possible pairs of normalized
intensity maps having the same change interval:

�Ii (t0, t1, t2) = 1

t1 − t0

t1∑

tb = t0
�Ii (tb, t1, t2)

where the sum is performed over increments of the time series, which here are days.
(8) We define the probability of a future earthquake in box i , Pi (t0, t1, t2), as the square of the

average intensity change:

Pi (t0, t1, t2) =�Ii (tb, t1, t2)
2
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(9) To identify anomalous regions, we wish to compute the change in the probability Pi (t0, t1, t2),
relative to the background so that we subtract the mean probability over all boxes. We denote
this change in the probability by

�Pi (t0, t1, t2) = Pi (t0, t1, t2) − 〈Pi (t0, t1, t2)〉
where 〈Pi (t0, t1, t2)〉 is the background probability for a large earthquake.

Hot spots are defined to be the regions where�Pi(t0, t1, t2) is positive. In these regions, Pi(t0, t1, t2)
is larger than the average value for all boxes (the background level). Note that since the intensities
are squared in defining probabilities the hot spots may be due to either the increases of seismic
activity during the change time interval (activation) or due to the decreases (quiescence). We hy-
pothesize that earthquakes with magnitudes larger than Mc+2 will occur preferentially in hot spots
during the forecast time interval t2 to t3.

3. CHECK OF OUR CODES

In order to make sure that if our codes work correctly, we calculated the hot spot map of the
California region with the same parameters chosen in the literature [7].
First, we had downloaded earthquake catalogs since 1932 from the web page of ‘http://www.data.

scec.org/ftp/catalogs/SCSN/’. Here, we have named it as the ‘Southern California catalog’. Mean-
while, we had downloaded earthquake catalogs since 1932 from the web page of ‘http://www.ncedc.
org/ncedc/catalog-search.html’. Here, we have named it as the ‘Northern California catalog’. The

Figure 1. Comparison of our results (left) with those by Holliday et al. [7] (right)
(t0 = 1932, t1 = 1990, t2 = 2000, t3 = 2010).
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catalogue used in our research work is a combined one with earthquakes in the area of (32–35◦N,
115–123◦W) from the ‘Southern California catalog’ and earthquakes in the area of (35–38.3◦N,
115–123◦W) from the ‘Northern California catalog’.
Second, the parameters in the PI computation are chosen as follows: The initial time was

1932/01/01, the change interval was from 1989/12/31 to 1999/12/31, and the forecast inter-
val was from 1999/12/31 to 2010/01/01. The region of interest (32–38.3◦N, 115–123◦W) was
divided into 5040 boxes. The lower magnitude cutoff was taken to be 3.0.
The forecast map obtained by our program is shown in Figure 1 (left). The results are almost

in consistence with those of Holiday et al. [7] (Figure 1, right), and a little difference between the
two maps may be caused by different earthquake catalogs.

4. DATA AND COMPUTING PARAMETERS CHOSEN

North China (28.0◦–42.0◦ N, 108.0◦–125.0◦ E) and Southwest China (22.0◦–28.3◦ N, 98.0◦
–106.0◦ E) are rich in large earthquakes (Figure 2).
The amazing Tangshan M7.8 earthquake (39.41◦N, 118.0◦ E) which killed more than 240 000

lives in 1978 occurred in North China, and the tragicWenchuanM8.0 earthquake (31.0◦ N, 103.4◦ E)

which killed more than 70 000 lives in 2008 occurred in Southwest China.
We divide the seismogenic region to be studied into a grid of square boxes with the size of

0.1◦ × 0.1◦, this size is related to the magnitude of M5 earthquakes to be forecasted; hence, if PI
anomaly occurs in a region with a chain of square boxes, a larger earthquake with M>5.0 could
be predicted. For Southwest China, the total number of boxes is 5040. For North China, the total
number of boxes is 23 800.

Figure 2. Abridged general view of the locations of the two regions studied in this paper.
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Figure 3. Completeness of catalogue test by G-R relation in north China and southwest China.

The earthquake catalogue is from 1970. According to the seismic monitoring ability in North
China and Southwest China, the lower cutoff magnitude Mc could be chosen as 3.0 to ensure
completeness of the data from an initial time t0 = 1970 to a final time t2 = 1999 (Figure 3).
We chose the beginning time tb = 1973, and the reference time interval from tb to t1 = 1991. The

forecast time interval is t2 to t3, here t3 = 2007.

5. RESULTS

Generally, hot spots are defined as the regions where �Pi (t0, t1, t2) is positive. Our result shows
that there are more hot spots when the threshold of �Pi (t0, t1, t2) is lower. In order to raise the
hitting rate and reduce the missing rate, we have to make the decision threshold of possibility
gain �Pi (t0, t1, t2). After trying different thresholds of �Pi (t0, t1, t2), we found a good fitness of
�Pi (t0, t1, t2), under which the hit rate is relatively higher and the miss rate is relatively lower.
Following the literature [7], we define that: during t2 to t3, if an earthquake occurs in a hotspot

box or within the Moore neighborhood of the box, this is a success (the eight boxes surrounding
the hotspot box are defined as ‘the Moore neighborhood’ [13]); If no earthquake occurs in a non-
hotspot box, this is also a success; If no earthquake occurs either in a hotspot box or within the
Moore neighborhood of the hotspot box, this is a false alarm; If an earthquake occurs in a box,
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which is neither the hotspot box nor the Moore neighborhood of the hotspot box, this is a failure to
forecast.
According to the above definitions, values a(Forecast= yes,Observed= yes), b(Forecast= yes,

Observed= no), c(Forecast= no,Observed= yes), and d(Forecast= no,Observed= no) are ob-
tained for the hot spot map. The fraction of colored boxes, also called the probability of forecast of
occurrence, is r = (a + b)/N , where the total number of boxes is N = a + b + c + d . The hit rate
is H = a/(a + c) and is the fraction of large earthquakes that occur on a hot spot. The false alarm
rate is F = b/(b+ d) and is the fraction of non-observed earthquakes that are incorrectly forecast.

5.1. Hot spot map of southwest China

When we take the threshold possibility as log10(�Pi (t0, t1, t2)/〈Pi (t0, t1, t2)〉) =−3.2, the best good
fitness hot spot map could be obtained as shown in Figure 4.
The values of a, b, c, d are listed in Table I. From this table we can see that there are 32 earthquakes

of M ≥ 5.0 that occurred during the forecasting period January 2000–2007. Twenty-six out of the 32
earthquakes occurred in or near the hot spots; hence, the hitting rate H = a/(a+c)= 26/32= 0.813,
and the false alarm rate F = b/(b + d) = 140

5008 = 0.028.
Comparing with hot spot map of California region in the literature [7], the hitting rate for

California region is H = 23
32 = 0.719, and the false alarm rate F = 104

5008 = 0.021. It seems that
the forecasting effect of the PI method in Southwest China is better than that in the California
region.

Figure 4. Hot spot map in southwest China under the threshold possibility
log10(�Pi (t0, t1, t2)/〈Pi (t0, t1, t2)〉) =−3.2.
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Table I. Numbers of boxes counted for check of PI method effects in southwest China.

Observed

Forecast Yes No

Yes a (26) b (140)
No c (6) d (4868)

Figure 5. Hot spot map in north China under the threshold possibility
log10(�Pi (t0, t1, t2)/〈Pi (t0, t1, t2)〉) = −3.5.

5.2. Hot spot map of north China

When we take the threshold possibility as log10(�Pi (t0, t1, t2)/〈Pi (t0, t1, t2)〉) = − 3.5, the best
good fitness hot spot map could be obtained as shown in Figure 5.
The values of a, b, c, d are listed in Table II. From this table we can see that there are 12

earthquakes of M ≥ 5.0 occurred during the forecasting period January 2000–2007. Three out of the
12 earthquakes occurred in or near the hot spots; hence, the hitting rate H = a/(a+ c)= 3

12 = 0.25,
and the false alarm rate F = b/(b + d) = 183

23 794 = 0.008.
Comparing with the hot spot map of the California region in the literature [7] and the above hot

spot map of southwest China, the hitting rate for north China is much lower, although the false
rate is much lower, too. However, no matter in southwest China, California, or north China, the
forecasting effect of the PImethod outperforms a randommap greatly. According to the literature [7],
the forecasting effect of the PI method outperforms RI (relative intensity) method generally.
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Table II. Check of forecasting effects of PI method in southwest China.

Observed

Forecast Yes No

Yes a (3) b (183)
No c (9) d (23 611)

6. CONCLUSIONS AND DISCUSSIONS

The hit rates in different regions show a great difference. In Southwest China, 32 earthquakes with
ML5.0 or larger have occurred during the time period 2000–2007, and 26 out of the 32 earthquakes
occurred in or near the hot spots. In North China, the total number of ML5.0 or larger is 12 during
the time period 2000–2007, and only 3 out of the 12 earthquakes occurred in or near the hot spots.
It seems obviously that the PI method give better forecast in Southwest China than in north China.
The PI method is really an optimal method for earthquake forecast in a time scale of 10 years,

however, when this method is applied to different regions, the effects show a great difference. For
this method, the factors that affect the final results include the time parameters t0, t1, t2, and tb, and
space parameters of scale of the studied region, scale of boxes, and the thresholds of lower cutoff
of magnitude, lower cutoff of possibility. In order to obtain the higher hit rate, the suitable study
region, suitable time points t1, t2 and t3, suitable thresholds of lower cutoff of magnitude, suitable
threshold of log 10(�P/�Pmax), etc. should be chosen after numerous tries.
In our study, we also found that the after shocks in a strong earthquake sequence affect the hot

spot map seriously, the effects of aftershock sequence on the PI method is to be studied next.
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