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’ INTRODUCTION

Charged colloidal particles dispersed in deionized water under
certain conditions can be self-assembled into highly ordered arrays
of particles: colloidal crystals. This self-assembly process of colloids
is analogous to their atomic ormolecular counterparts. Because time
and length scales in colloidal crystals are several orders ofmagnitude
larger than those in atomic ormolecular crystals, more suitable tools
and instruments, such as microscopy and a light-scattering method,
can be acquired for observation and measurement in the investiga-
tion of crystallization. Therefore, colloidal crystals provide an
important model system for studying the general principles of the
crystallization of materials.1�9

Understanding the mechanisms underlying the transition
dynamics of colloidal crystallization is of fundamental impor-
tance in assessing the validity of classical crystal growth theories
and in controlling the crystal morphology. For example, the
validity of Ostwald’s step rule, as an empirical rule, has long been
a widely investigated issue in science and technology. An
acknowledged theoretical basis for the step rule has not been
formulated, although laboratory observations supporting the rule
are now innumerable with only rare exceptions. Related to the
step rule, Alexander and McTague10 further predicted that a bcc
structure appears first regardless of whether a thermodynamically
more stable one exists. As a model system, it is desirable to see
whether the colloidal crystallization obeys Ostwald’s step rule.1,11

In this regard, the phenomenon that, in some cases, the bcc
structure appeared first before the fcc phase was formed during
the crystallization of charged colloidal particles was observed.12

Some computer simulations,13,14 including our Brownian dy-
namics simulation,15 have also demonstrated the bcc�fcc struc-
tural transition. With the aid of a reflection spectrometer, our
previous study provided direct evidence of the existence of a
transition from the bcc to the fcc phase by quantitatively
confirming the growth of the fcc structure at the expense of

the bcc structure. We further showed that the lifetime of the bcc
metastable structure in this system depended significantly on the
particle volume fraction.16

Actually, the changes in the crystal structure and composi-
tion with time during the crystallization may provide valuable
clues to gaining insight into the kinetics of the nucleation and
growth of crystals. In general, the relevant parameters, such
as crystallinity, number of crystallites, and average crystal
size17�20 may change considerably during the crystallization.
Commonly, however, the structures of colloidal crystals are
considered to be unchanged during crystallization, and many
existing studies concern only the above-mentioned parameters
corresponding to one crystal structure. As a matter of fact,
polymorphism and polymorphic transformation are also quite
common for atomic andmolecular crystals.21�28 Therefore, it is
worthwhile to study the crystallization process accompanied by
structure transitions for colloidal crystals as a model system of
atomic and molecular crystals.

When the bcc metastable structure appears during the
transition from the liquid (disordered) state to the equilibrium
fcc structure, significant changes in the above-mentioned param-
eters are expected. A reflection spectrum contains plenty of
information about the crystallization kinetics.29�31 How to
understand and interpret the spectrum is the key to extracting
the required information from the spectrummeasurements. In an
effort to explore the kinetics involved in this disorder�bcc�fcc
transition, the focus of this article is on the evolution tendency of
these parameters achieved from time-resolved reflection spec-
trum measurements. The transformation rate is evaluated, and
the evolution of crystallinity, the average crystal size, and the
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ABSTRACT: Structure transformation (disorder�bcc�fcc) in charged
colloidal dispersions, as a manifestation of the Ostwald’s step rule, was
confirmed by means of reflection spectrum (RS) measurements in our
previous study. By taking advantage of a reflection spectrum containing
plenty of information about the crystallization behaviors, time-dependent
changes of parameters associated with the crystal structure and composition
during the disorder-bcc-fcc transition are reported by treating the data from
RS in this article. In addition, Avrami’s model is adopted to analyze the
transition process and investigate the transition rate. On the basis of the above investigations, associated kinetic features of
crystallization with the disorder-bcc-fcc transition are described.
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number of crystals during the transformation are discussed. In
addition, the experimental results for different volume fractions are
compared to study the influence of volume fraction on
crystallization.

’EXPERIMENTAL SECTION

Materials and Sample Preparation. The negatively charged
polystyrene (PS) particles used in this study were synthesized by an
emulsion polymerization method.32 Thereafter, purification of the
spheres was performed by filtration and followed by repeated washing
with fresh distilled water in the centrifugation process. The latex was
stored with resin (AG501-X8(D), Bio-Rad Laboratories, USA) for
further use. The mean diameter and polydispersity of the particles
determined by dynamic light scattering are 101 nm and 4%, respectively.
The analytical charge density is 9.9 μC 3 cm

�2 according to conducto-
metric titration. The samples used in this study were prepared by
carefully mixing the as-prepared latex with a certain amount of pure
water, and then the mixtures were sonicated for several minutes to attain
homogeneous ones.
Experimental Setup. The experimental setup used in this study is

the same as that described in our previous paper.33 This system included
a suspension circulation system that consisted mainly of a crystallization
cell, a reflection spectrometer, a circulating pump, an ion-exchange
chamber, and a conductivity measurement unit. A fiberoptic spectro-
meter (Avaspec-2048, Avantes, Netherlands) with a tungsten halogen
light source (Avalight-HAL, Avantes, Netherlands) and a bifurcated
fiber optic cable were used to scan the light intensity reflected from the
crystallization cell over a certain wavelength range. The fast data
collection rate of the reflection spectrum made it possible to trace the
light intensity changes in the structure transformation process.

’RESULTS AND DISCUSSION

Our previous study has shown that the RS method can also
determine the crystal structure.33 An example is shown in
Figures 1 and 2 in which the volume fraction is 0.75%. The
reflection spectra show the intensity distribution at different
wavelengths, as seen in Figure 1. Because wave vector can be

written as q = (4πv/λ) sin(θ/2), where ν is the refractive index of
the suspension medium, λ is the vacuumwavelength, and θ is the
scattering angle (θ = 180� in this study), the reflection spectra
can be converted to that in the wave vector space, as shown in
Figure 2. By analyzing the relative positions of the diffraction
peaks originating from different crystal planes, the crystal struc-
ture can be determined quickly using the reflection spectrum. In
this study, all of the analyses will be based on the reflection
spectra in the wave vector space.

We have shown that fcc is the equilibrium phase for volume
fractions larger than 0.57%.16 To ensure that the transition is
away from the bcc�fcc boundary (around which the transforma-
tion is very time-consuming), the volume fractions adopted in
this study are 0.75 and 0.92%. Figure 2 clearly shows the
structural evolution from bcc to fcc in the crystallization of the
sample with a volume fraction of 0.75%. In Figure 2A, the wave
vectors corresponding to these peaks are 20.4, 28.6, 35.1, and
40.1 μm�1 and the ratio is

√
2/
√
4/
√
6/
√
8, so the crystal

structure is bcc. In Figure 2C, the wave vectors are 19.8, 22.8,
32.1, 37.5, and 39.2 μm�1 and the ratio is

√
3/
√
4/
√
8/
√
11/√

12 so that the crystal structure is fcc. Such a structure evolution
also appears for a volume fraction of 0.92%. Therefore, crystal-
lization with the disorder�bcc�fcc transition can be studied by
analyzing the corresponding reflection spectra in the wave vector
space for these samples. It should be noticed that Rexp (Bragg
spacing, calculated from the position of the primary peak) is always
smaller than R0 (average spacing, calculated from the volume
fraction and diameter of the particles) for both samples, which
implies the coexistence of voids (rare phase) and ordered crystallites
(dense phase).34 The result Rexp < R0 happens to coincide with
the assumption that there may be attractive interparticle inter-
actions, as assumed by Ise et al.4 This result is consistent with
studies by other researchers in which the properties were studied
by methods based on Bragg diffraction such as SLS (static light
scattering) andUSAXS (ultra-small-angle X-ray scattering).34�37

Commonly, the crystallization processes are studied from the
evolution of the primary peak.29 When there is only one structure in

Figure 2. Converted Bragg scattering intensity distribution at different
wave vectors (Φ = 0.75%). (A) 0.6 min bcc lattice. (B) 19 min.
Coexistence of bcc and fcc lattices. (C) 60 min fcc lattice.

Figure 1. Reflection spectra of the latex solution (Φ = 0.75%) at
different intervals after the cessation of shear. (A) 0.6 min. (B) 19 min.
(C) 60 min.
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the system, the primary peak will be far from the other-higher order
diffraction peaks, as shown in Figure 2A,C. However, during the

transition process, the coexistence of bcc and fcc structure may cause
their corresponding primary peaks to be very close and overlap with
each other, forming an indistinguishable peak, as seen in Figure 2B. To
separate fcc and bcc peaks, we assume that each of them has an
approximately Gaussian-shaped distribution centered at q(111) and
q(110) for fcc andbcc structures, respectively. In thisway, the evolution
of the primary peaks of bcc and fcc can be individually treated.

Some important parameters such as crystallinity X(t), the average
crystal size L(t), and the number of crystallites Nc(t) are helpful in
studying the crystallization kinetics and in characterizing the crystal-
lization process. For the SLS method, these parameters can be
evaluated from the Bragg peaks.17�20,38�40 Our previous study33

has compared the SLS method with our (RS) method, which is also
used in this study, showing that both methods share the same
principle as long as the profile of RS is transferred from the
wavelength space to the wave vector space. Therefore, to evaluate
the above parameters from the Bragg peaksmeasured by RS (in wave
vector space), exactly the same analysis method used in SLS can be
applied. From the separated peaks of the bcc (110) and fcc (111)
planes, we can calculate the values of A(t) (integrated area of the
peak), Δq(t) (full width at half-maximum of the peak), and qhkl
(position of the peak), respectively. Then the above parameters can
be evaluated as follows:
(1) The crystallinity X(t) represents the fraction of the

sample that becomes the part of crystallites. When all of
the liquid is converted to the crystal state, the crystallinity
is 1. X(t) is calculated from peak area A(t) by

XðtÞ ¼ cAðtÞ ð1Þ

where c is the normalization factor. The normalization factor
for bcc is based on themaximumvalue of the peak area of the
bcc (110) plane during crystallization, and the normalization
factor for fcc is based on themaximum value of the peak area
of the fcc (111) plane in the equilibrium phase.

(2) The average crystallites size L(t) can be calculated from
the width of the Bragg peaks.17�20,38�40 It is given by

LðtÞ ¼ 2πK
ΔqðtÞ ð2Þ

where K = 1.155 is the Scherrer constant for a crystal of
cubic shape.38�40

(3) The number density of the crystallites, Nc, is estimated
by

NcðtÞ ¼ XðtÞ
L3ðtÞ ð3Þ

(4) The lattice constant (l) and the smallest interparticle
distance (D) can be deduced from the primary peak center
wave vector (q) of bcc and fcc by the following equations:

lbcc ¼ 2π
qbcc

� ffiffiffi

2
p

, lf cc ¼ 2π
qf cc

� ffiffiffi

3
p ð4Þ

Dbcc ¼
ffiffiffi

6
p

π

qbcc
, Dfcc ¼

ffiffiffi

6
p

π

qf cc
ð5Þ

The results of crystallinity, the average crystallites size, and
the number density of crystallites for volume fractions of

Figure 3. Relevant parameter changes in the structure-transformation
process. Dashed vertical lines in the graph indicate the start time and end
time (Φ = 0.75%). (A) Crystallinity. (B) Average crystal size. (C) Number
of crystallites.

Figure 4. Relevant parameters changes in the structure transformation
process. Dashed vertical lines in the graph indicate the start time and end
time (Φ = 0.92%). (A) Crystallinity. (B) Average crystal size. (C) Number
of crystallites.
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0.75 and 0.92% are shown in Figures 3 and 4, respectively. Our
main interests here are to study the transition process, which is
indicated by two dashed line in the picture. The left dashed line
indicates the time fromwhich the bcc (110) and fcc (111) peaks
can be distinguished, the right dashed line indicates the time
from which metastable bcc disappears completely and the part
between the two dashed lines indicates the coexistence of bcc
and fcc structures. In Figures 3 and 4, only fcc exists on the right
side of the right dashed line, so the relevant values of the bcc are
omitted. Similarly, only the growth of metastable bcc in the
early stage of crystallization (left side of the left dashed lines)
has been shown in these Figures. During this time, only bcc
exists, so the relevant values of fcc are omitted.

The Figures of all parameters show obvious similarity in the
changing tendencies for the two volume fractions. The major
difference is the duration time of the bcc�fcc transformation,
which is much longer for a volume fraction of 0.75% (about
30min) than for a volume fraction of 0.92% (about 8 min). Both
Figures 3 and 4 show that the crystallinity of bcc first increases very
fast and then decreases with the increase in the crystallinity of the fcc
structure. Finally, the X(t) of bcc approaches zero, and that of fcc
reaches a maximum value. These results confirm that bcc is a
metastable structure and will transform to a stable fcc structure.

Starting from the onset of the transition (indicated by the left
dashed line), the crystallinity of bcc is decreasing and that of fcc
is increasing, as shown in Figures 3A and 4A. The variation of
the average crystal size is similar to the change in crystallinity, as
seen in Figures 3B and 4B. The number of fcc crystallites
decreases quickly after the start of the transition process and
then it changes very slowly, and the number of bcc crystallites
may increase a little before decreasing, which can be seen in
Figure 4C.

The relevant changes in these parameters as shown in
Figures 3 and 4 can help us understand the crystallization
process. At the beginning of the crystallization, most colloidal
particles transform quickly from an initial liquid state to a

metastable bcc state. Soon after, the metastable bcc state begins
to transform into a stable fcc state. From the onset of the
transformation, the size of the bcc crystals begins to decrease
because more and more particles join in the formation of fcc
structures. The above data suggest a possible process for the
transition described below: at the beginning of the transition,
some bcc crystals break into smaller pieces so that the number
of bcc crystals increase for a while as shown in Figure 4C. For fcc
crystals, the size is always increasing and the number of
crystallites keeps decreasing. In the early stage of the transition,
a quickly increasing crystal size and a quickly decreasing
number of crystallites imply that some fcc crystals may coalesce
to form larger crystals. Finally, the crystallinity X(t) and the
number of bcc crystals drop to zero, indicating that all bcc
crystals transformed into fcc crystals.

Structural parameters such as the lattice constant and interparticle
distance characterizing the lattice site are also important for a better
understanding of the crystal’s microstructure in the transformation
process. Their evolutions are shown in Figures 5 (Φ = 0.75%) and 6
(Φ = 0.92%). Unlike the changes in crystallinity, the values of the
lattice constant and interparticle distance remain almost constant
during the whole transformation process.

Combining the above pieces of information about the varia-
tion of parameters, including the crystallinity, average crystal size,
number of crystallites, lattice constant, and shortest interparticle
distance, we can draw a brief picture of the crystallization kinetics
and the structure-transformation process. First, metastable bcc
structures form quickly, and then negligibly small “droplets” of
the stable fcc nucleate from the metastable background along
with the cleavage of bcc pieces. The particles near the boundary
of bcc crystals maybe gradually roam away from the ordered
region of bcc and migrate to the growing grains of fcc. The
ordered grains of bcc keep shrinking until all of the particles are
assimilated by the growing grains of fcc. Meanwhile, some of the
growing fcc grains may coalesce. At last, these fcc grains grow
further to form larger crystals.

It is well known that Avrami’s law or the Kolmogorov�
Johnson�Mehl�Avrami (KJMA) approximation41�43 has been

Figure 5. Changing tendencies of (A) the lattice constant and (B) the
interparticle distance in the transition process (Φ = 0.75%).

Figure 6. Changing tendencies of (A) the lattice constant and (B) the
interparticle distance in the transition process (Φ = 0.92%).
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widely used to analyze order�order transitions and metastable
decay in fields ranging from metallurgy44�46 to polymer
science.47�49 More generally, for systems with a nonconserved
order parameter in which the decay is driven by a difference
between the free-energy densities of the metastable and equilib-
rium phases, Avrami’s model should be applicable.50

In this study, Avrami’s model is adopted to analyze the
transition process. Assuming that the intensities are proportional
to the amount of transformed material,51 the kinetics of the
structure-evolution process can be analyzed by tracking the
intensity changes of the two independent peaks. The intensity
changes of peaks corresponding to the bcc (110) plane and the
fcc (111) plane are shown in Figure 7. In Figure 7A, the volume
fraction is 0.75%, and in Figure 7B, the volume fraction is 0.92%.
We should mention that for 0.92%, a faster sampling rate is
utilized and the growth of metastable bcc is also exhibited.
Clearly, both transitions for the two volume fractions show that
the peak intensity of bcc decreases to almost zero and that of fcc
increases to an approximately constant value.

To analyze the changes in peak intensity, we fit the scattered
peak intensity using Avrami’s model by the following equations.

Then the growth of the fcc phase and the decay of the metastable
bcc phase can be described.

growth of FCC phase : IðtÞ � Iðt0Þ

¼ ½Iðt¥Þ � Iðt0Þ�ð1� e�kðt�t0ÞnÞ ð6Þ

decay of BCC phase : IðtÞ � Iðt¥Þ

¼ ½Iðt0Þ � Iðt¥Þ�e�kðt�t0Þn ð7Þ
where n is Avrami’s index, k is the transformation rate constant,
and t0 is the time at which the transformation from bcc to fcc
becomes apparent and it is taken as 9 min for 0.75% and 1.5 min
for 0.92% in these analyses. Our experimental data can be
perfectly fitted by eqs 6 and 7 as shown in Figure 7, and the
values of the Avrami index n and the transformation rate k1/n

evaluated from the fitting results are shown in Table 1.
The exponent n is supposed to reflect the geometry of the

growing crystal and is associated with the mechanism of crystal
growth.52 Under conditions when all nucleation sites are satu-
rated in the beginning, a relationship, n = 3 � d, exists between
exponent n and the spatial dimensionality d of the interface on
which growth and/or transformation occurred. If growth occurs
on the boundary surface between two grains, then d = 2 and n = 1,
whereas if the growth occurs on an edge among three adjacent
grains, then d = 1 and n = 2.

For volume fraction 0.75%, n is 1.44 and 1.52 for the decay of
bcc and the growth of fcc, respectively. The Avrami indices are
approximately the same, which indicate that the mechanisms of
bcc decay and fcc growth are the same, as expected for a
transformation process. The same conclusion can also be found
for the sample with a volume fraction of 0.92%, where the Avrami
index n is 1.46 and 1.48. We can further conclude that the values
of n are basically the same for the two volume fractions; that is,
the volume fraction has little influence on the transformation
mechanism. The average Avrami index n is about 1.48, which lies
between the values predicted for grain boundary nucleation and
grain edge nucleation after saturation. Commonly, in homoge-
neous nucleation n is an integer and a noninteger value of n is
usually associated with heterogeneous nucleation.

For each volume fraction, Table 1 shows that the transforma-
tion rate k1/n of bcc decay is close to that of fcc growth. This also
supports the conclusion that the mechanism of bcc decay and fcc
growth is the same for a given volume fraction. However, when
the volume fraction increases from 0.75 to 0.92%, we find that the
transformation rate increases about 4-fold. This implies that the
transformation process is faster for larger volume fractions. Such
a difference can also be directly reflected in Figures 3 and 4, in
which we can see that the time range needed for complete
transition is shorter for 0.92% (about 8 min) than that for 0.75%
(about 30 min). In atomic and molecular system, as is well

Figure 7. Intensity changes of bcc (110) and fcc (111) during structure
evolution. Avrami’s model for the kinetics of nucleation and growth was
used for curve fitting. The solid line and dashed line are best-fit results of
the peak intensity of bcc (110) and fcc (111), respectively. (A)Φ = 0.75%.
(B) Φ = 0.92%.

Table 1. Avrami Index and Transformation Rate of bcc and
fcc at Different Volume Fractions

Avrami index (n) transformation rate (k1/n)

volume

fraction (%) bcc decay fcc growth

bcc

decay fcc growth

0.75 1.44 1.52 0.066 0.063

0.92 1.46 1.48 0.276 0.266

http://pubs.acs.org/action/showImage?doi=10.1021/la200407h&iName=master.img-007.png&w=240&h=365
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known, supersaturation is the driving force of the crystallization
and the rate of nucleation and growth is controlled by the existing
supersaturation level in the solution. For a colloidal model
system, the volume fraction may be analogous to the role played
by supersaturation to some extent. For larger volume fractions,
the supersaturation is higher so that the crystallization and
transformation from bcc to fcc is faster.

’CONCLUSIONS

In this article, by treating the data from the reflection spectrum,
wepresent an investigation on changing trends in a set of parameters
characterizing the crystallization process during the disorder�
bcc�fcc transition. These parameters include the crystallinity, the
average crystal size, the number density of the crystallites, the lattice
constant, and the shortest interparticle distance for both bcc and fcc
structures. The experimental results show that both the crystallinity
and size of the bcc structure keep decreasing during the bcc�fcc
transformation and the number of crystallites increases a little and
then decreases. For fcc, the crystallinity and size keep increasing
during the transformation. The number of crystallites with fcc
structure decreases quickly in the early stage of the transformation
and basically maintains a constant value in the later stages of the
transformation. However, values of the lattice constant and inter-
particle distance remain almost invariable for both bcc and fcc
structures. In addition, the evolution trends in bcc decay and fcc
growth are quantitatively analyzed by Avrami’s model for two
different volume fractions. On the basis of the above investigations,
associated kinetic features of the crystallization with the disorder�
bcc�fcc transition can be summarized below.
(1) From the time-dependent changes of some structural

parameters including crystallinity and the average crystal
size, a possible transformation path is sketched. Cleavage
of the metastable bcc grains and coalescence of the fcc
grains may exist in the transition process.

(2) The Avrami index is similar for the decay of bcc and the
growth of fcc, which indicates that the same mechanism is
used in bcc decay and fcc growth. This result is further
supported by the similarity of the transformation rate. The
average Avrami index obtained in our experiments lies
between the values predicted for grain boundary nucleation
and grain edge nucleation. The results indicate that hetero-
geneous nucleation exists in the transformation.

(3) The transformation rates for two volume fractions are
calculated using Avrami’s model. The results show that
the transformation rate increases about 4-fold when the
volume fraction increases from 0.75 to 0.92%, though it
has little influence on the Avrami index. Here, apparently,
similar to supersaturation in atomic and molecular sys-
tems, as the thermodynamic driving force of phase
transition, a larger volume fraction in the colloidal system
can accelerate the crystallization and relevant transforma-
tion process. However, the small influence of volume
fraction on the Avrami index indicates that the transfor-
mation mechanisms for different volume fractions are
basically the same.
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