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With the speed upgrade of the high-speed train, the aerodynamic drag becomes one of the key factors to restrain the train speed 
and energy saving. In order to reduce the aerodynamic drag of train head, a new parametric approach called local shape func-
tion (LSF) was adopted based on the free form surface deformation (FFD) method and a new efficient optimization method 
based on the response surface method (RSM) of GA-GRNN. The optimization results show that the parametric method can 
control the large deformation with a few design parameters, and can ensure the deformation zones smoothness and smooth 
transition of different deformation regions. With the same sample points for training, GA-GRNN performs better than GRNN 
to get the global optimal solution. As an example, the aerodynamic drag for a simplified shape with head + one carriage + tail 
train is reduced by 8.7%. The proposed optimization method is efficient for the engineering design of high-speed train. 
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1  Introduction 

High-speed train is an important symbol of technology de-
velopment. In recent years, high-speed train technology in 
China has achieved significant progress, and the train speed 
of the Beijing-Shanghai high-speed rail has reached 300 
km/h. High-speed trains run close to the ground, and the 
aspect ratio is much larger than other ground vehicles. Thus, 
with the increasing running speed, the aerodynamic drag 
becomes much more complicated [1–3]. While the length of 
streamlined head is slightly longer than 5 m, the aerody-
namic drag could take 85% of total resistance when the 
running speed is close to 300 km/h. This percentage chang-
es to 75% when the length of the streamlined head reaches 
10 m [4]. As a result, the aerodynamic drag reduction is 

very prominent and has become one of the key issues for 
aerodynamic shape optimization of high-speed trains. The 
head shape is a complex streamline which is controlled by 
dozens of design parameters. Currently, traditional methods, 
such as wind tunnel tests, dynamic model tests and real ve-
hicle tests, are used to get the relationship between individ-
ual parameters and aerodynamic performance so as to per-
form aerodynamic shape design, which would take a long 
design cycle and cost a lot. With the development of com-
puter technology, the computational fluid dynamics (CFD) 
technology is successfully used for high-speed train design. 
However, lots of operating conditions should be calculated 
in order to get a good aerodynamic design, which would 
require a great amount of computing resources, and the re-
lationships between a single goal design parameter and op-
timization goals can only be obtained from those calculation 
results. 

Few public works on high-speed train aerodynamic shape 
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optimization design methods that combine CFD techniques 
with optimization algorithms can be found. The published 
research results mainly focused on two-dimensional model 
of train of longitudinal-type line or used inefficient optimi-
zation algorithms, which are difficult to apply to engineer-
ing problems that require large-scale computing resources 
and multi-parameters. Sun [5] proposed a method that com-
bines genetic algorithms (GA) and arbitrary shape defor-
mation (ASD) techniques. For few design parameters, it can 
reduce flow field computation, shorten the design cycle and 
find non-linear relationships between the optimization ob-
jectives and the design parameters. However, the CFD 
computation cost would geometrically increase with the 
number of design parameters, which is unbearable in engi-
neering. In order to reduce the intensity of micro-pressure 
waves, optimization design of longitudinal-type line of 
high-speed trains has been studied in refs. [6–8]. An opti-
mization algorithm that combines successive quadratic pro-
gramming (SQP) optimization with support vector machine 
(SVM) which can be used for classification and nonlinear 
regression has been developed in ref. [6]. A certain number 
of sample points should be used for training the SVM to 
make it achieve required accuracy, then the optimal target is 
searched with SQP-based approximate optimization based 
on the trained model. It’s extremely important for the train-
ing of SVM to select sensible sample points. A small num-
ber of training sample points is difficult to make SVM meet 
the required accuracy. Based on nine design variables, one 
hundred sample points were selected in ref. [6], which indi-
cated that at least one hundred CFD analysis should be 
made in the optimization process. So the computation cost 
of this method is still too high. In this paper, a new para-
metric approach called local shape function (LSF) based on 
free-form surface deformation method has been designed 
for the optimization of streamlined shape of high-speed 
trains. In order to reduce aerodynamics drag of high-speed 
trains and saving computational time, five key design varia-
bles were extracted, sixteen sample points were designed by 
Sobol method, and the objective function that is used to find 
the smooth factors was devised with cross-validation meth-
od. The minimum response surface criterion was used to 
gradually increase the number of training sample points. 
After four times of adding points, the general regression 
neural network based on genetic algorithm (GA-GRNN) 
that can achieve the required engineering precision was de-
signed. Combined with the real-coded genetic algorithm, a 
more efficient aerodynamic shape optimization method was 
designed, and an optimized simplified shape with head + 
one carriage + tail train based on CRH380A was found with 
the above approach. Then the simplified streamlined head 
was utilized in a real case, and a comparative study on aer-
odynamic performance of the optimal one and the prototype 
of CRH380A was performed. 

2  General regression neural network based on 
genetic algorithm 

GRNN that is constructed based on mathematical statistics 
is a type of radial basis function neural network (RBFNN). 
This approach does not require a pre-determined form of 
equations, instead, it uses the probability density function, 
so that it has a strong nonlinear mapping ability, flexible 
network structure, a high degree of error tolerance and ro-
bustness. Even if a small number of sample points exist, the 
output of the network can converge to the optimal regres-
sion surface, which is quite suitable for solving nonlinear 
problems. The value of spread of each neuron is the same in 
GRNN, and the training process of the network is a sin-
gle-valued optimization process for the spread, which is not 
considered impact on output with different spreads, as a 
result, the prediction accuracy of the network is reduced. In 
order to improve the prediction accuracy of GRNN, the 
spread of each neuron is treated as an independent variable, 
and the best value of each spread is found by genetic algo-
rithm depending on the degree of impact of output. Then a 
GA-GRNN model is constructed [9]. 

The theory of GRNN is based on non-linear regression 
analysis [9–12]. Assume that f(x, y) represents the probabil-
ity density function of a random vector x and a random sca-
lar variable y, with the value of x being x0. Then the condi-
tional mean of y given x0 is given by 

 
0

0 0

0

( , )d
ˆ( ) ( ) .

( , )d

yf y y
E y / y

f y y








 




x
x x

x
 (1) 
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2] ,iy  n is the number of sample observations, p is the di-

mension of the vector variable x and i is the width for 
Gaussian function of each neuron. If all of the values of i 
are the same, the neural network is GRNN, otherwise, 
GA-GRNN. 

Combining eqs. (1) and (2), and interchanging the order 
of integration and summation, we will result in the desig-
nated equation, which takes the form as below: 
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So 0ˆ( )y x  is the weighted value of the dependent varia-

bles’ values of all training samples, and the weight factor is 
0( , )e .id x x  

Figure 1 shows the overall block diagram of GA-GRNN 
that is composed of the input layer, the pattern layer, the 
summation layer and the output layer. The elements in the 
input layer are simply the linear elements, which provide all 
of the measurement variables to all of the neurons in the 
pattern layer, and each training sample point has a unique 
element. In the pattern layer, every neuron has an activation 

function that usually is Gaussian function 0( , )e .id x x  When 
a new vector x is entered into the network, it is subtracted 
from the stored vector representing each cluster center. Ei-
ther the squares or the absolute values of the differences are 
summed and fed into the activation function. The summa-
tion layer performs the dot product between a vector com-
posed of the signals from the pattern layer. It has two neu-
rons: One is called numerator neuron that is used to gener-
ate a summation of the outputs of the pattern layer weighted 
by the number of observations each cluster center represents; 
the other is called denominator neuron that is used to gener-
ate a summation of the outputs of the pattern layer. The 
output layer merely divides the value of denominator neu-
ron by the value of numerator neuron to yield the desired 
estimate of y. 

3  Local shape function parametric approach 

3.1  Geometry 

Optimal head design of high-speed trains mainly focuses on 
the streamlined parts, of which the key design parameters    

 

Figure 1  GA-GRNN block diagram. 

are: the cross-sectional area distribution of the nose of the 
high-speed trains, the slenderness ratio of streamlined head, 
the longitudinal-type line and horizontal-type line of the 
streamlined head, nose drainage, cab perspective and the 
side hood of bogie. The model used for shape optimization 
is a simplified prototype of CRH380A, which consists of a 
leading car, a middle car and a rear car. The shield is com-
pletely closed and the cavity around the bogie zone is closed 
too, so that the aerodynamic drag caused by the bogie zone 
is not considered in the present model. 

The geometric parameters of the simplified shape of 
CRH380A are as follows. The length of each carriage is  
25 m, and the shape of the rear car is the same as the lead-
ing car. The length of the streamlined head is 12 m, the 
height is 3.5 m, the width is 3.38 m, the cross-sectional area 
is 11.2 m2 and the slenderness ratio is 3.55. The type of the 
cross sectional area distribution of CRH380A is a three- 
sectional type, of which the longitudinal-type line is dou-
ble-arch, the horizontal-type line is flat spindle and the nose 
is ellipsoid, as shown in Figure 2. 

3.2  Local shape function parametric approach 

Geometry parametric approach plays an important role in 
aerodynamic optimization design. An efficient parametric 
method can not only describe the changes of shape com-
pletely, but also reduce the optimization cycle and improve 
optimization efficiency. The popular surface parametric 
methods are as follows: the free form surface deformation 
(FFD) method, the NURBS method and the grid method. 
Although the grid method can describe an arbitrary shape, it 
may generate non-streamlined surface, and lead to irrational 
flow. The performance of FFD method [13] and NURBS 
method are perfect, which can control large deformation 
regions with a few control points and ensure the smoothness 
of surface. In this paper, a new parametric approach called 
local shape function (LSF) which is based on FFD method 
and NURBS method was designed. 

Implementation steps are as follows. 
1) For a given geometry, deformation regions should be 

divided firstly. 
2) Mesh the deformation regions, and obtain the coordi-

nate value of every grid point.  
3) Choose the deformation function of each region, 

which can be selected at random, but smooth transition be-
tween adjacent regions should be considered. 

4) Choose a weight factor Wi for each deformation func-
tion, which determines the maximum deformation value of 
each region. 

5) Calculate the increments  of coordinates of all grid 
points by the deformation functions and Wi. 

6) Get the coordinates of the deformed shape by sum-
ming   and the coordinates of the original shape. 

7) According to the coordinates of the deformed shape, 
the deformation surface can be fitted exactly, then a defor- 
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Figure 2  The geometric parameters of the simplified shape of CRH380A. 

mation process is done. 
In the process, step 3) is the most key step. The defor-

mation surfaces are different from each other due to the 
choice of deformation functions. Inappropriate deformation 
functions will easily lead to irrational deformation surfaces. 
Trigonometric functions, exponential functions, logarithmic 
functions, polynomial functions and NURBS functions are 
all commonly used deformation functions. 

Due to the symmetrical design along the longitudinal of 
the train, only one side of the symmetrical plane of the 
streamline is parameterized. As a result, the design parame-
ters can be reduced by half. The parametric surfaces are 
separated into five deformation regions, as shown in Figure 
3. Nose drainage is controlled by nose deformation region; a 
control point Point1 is chosen, and two design parameters 
are extracted, which are W1 and W2 that control the length 
and height of the nose, respectively. The width of the 
streamline is controlled by the transition zone, the bottom 
side and the cab zone, and the coordinate W3 of the control 
point Point2

 
along the width direction is extracted to be the 

third design parameter. The coordinate W4 of the control 
point Point3

 
on the cab region along the height direction of 

the streamline is extracted as the fourth design parameter to 
control the cab view. The coordinate W5 of the control point 
Point4 on the cowcatcher along the length direction of the 
streamline is extracted as the fifth design parameter to con-
trol the cowcatcher shape. For simplicity, all the defor-
mation functions in this paper are trigonometric functions. 
Figure 4 shows the deformation of the nose cone and the 
cowcatcher. As seen below, the deformation method can 
ensure the surface smoothness and smooth transition among 
different deformation regions. 

4  Numerical approach and validation 

4.1  CFD method 

CFD accuracy that directly affects the construction of the 
response surface function and efficiency of optimization 
algorithm is the basis for the whole optimization process. In 
this paper, the speed of high-speed train was 300 km/h, so 
the Mach number was 0.245. In this condition, the air com-
pression characteristic had an obvious effect on the aerody-
namic drag of the train. Therefore, the steady compressible  

 
Figure 3  Control points and deformation regions of nose. 

 

Figure 4  The deformation of nose cone and cowcatcher. 

Reynolds-averaged Navier-Stokes eq. [14] that are based on 
the finite volume method were used to predict the aerody-
namic drag. Roe’s FDS scheme was used to calculate con-
vective fluxes, and lower-upper symmetric Gauss-Seidel 
(LU-SGS) was chosen for temporal discretisation. The k- 
SST model [15] was selected as the turbulence model. The 
standard wall functions were used near the wall so that the 
accuracy of the CFD results could be ensured with a limited 
amount of mesh. 

Computational domains and boundary conditions: with 
the length of the simplified train being the characteristic 
length L, the length of inflow direction is 1L, the length of 
outflow direction is 2L, the width is 2L and the height is 1L, 
as shown in Figure 5. The flow velocity is 83.33 m/s; the 
far-field pressure is 1 atm, the temperature is 288 K and the 
reference area is the maximum cross-sectional area of the 
train. As a result of the compressibility calculation model, 
one dimensional inviscid flow of the Riemann invariants 
were introduced as the far-field boundary conditions, which 
are also known as non-reflective boundary conditions. In-
flow, outflow and the top boundaries were all set as far-field 
boundary conditions and the train body was non-slip solid 
wall boundary condition. The ground was treated as the 
moving wall so as to simulate the ground effect, and the 
moving speed was equal to the train speed.  

4.2  Grid-independent verification 

Mesh quality has a direct impact on the accuracy and  
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Figure 5  The computational domain. 

stability of the calculation results. Thus, grid-independent 
verification was done with different amounts of spatial 
meshes that combine prism mesh near the wall and hexahe-
dral meshes so as to assess the influences of different spatial 
meshes on the calculation results. With the thickness of the 
first prism layer meeting the requirement of the wall func-
tion, four sets of mesh were used in this paper, and the 
amounts of the grids were 8.4 million, 10.3 million, 12.7 
million and 44.9 million, respectively. The distribution of 
spatial grids is shown as Figure 6. 

Figure 7 shows that different numbers of meshes have 
almost no effect on the calculation results. The drag coeffi-
cient variation of different compartments is very small, and 
the variation of total drag coefficient is less than 1%. Be- 
sides, the fluctuation of pressure drag and frictional drag is  

 

Figure 6  The distribution of grids. 

 

Figure 7  Calculation results with different numbers of meshes. 

also very small. So the influence of method of spatial grid 
division on the calculation result can be ignored. Thus, the 
set of 8.4 million grids was chosen in order to improve the 
efficiency of optimal process. 

5  The construction and precision analysis of 
GA-GRNN 

5.1  Sampling method and selection of sample points 

In this paper, the total aerodynamic drag coefficient of sim-
plified shape of CRH380A was treated as the optimization 
target. Given the appropriate constraints, the optimal design 
parameters which result in the minimum value of the total 
aerodynamic drag coefficient would be found with GA- 
GRNN. In order to facilitate parameterization of the stream-
line, the real geometry was united along the length of the 
nose, so that the length of the streamline was 1 m. After the 
aerodynamic drag of the train was numerically obtained, the 
united geometry was enlarged to the real shape so as to 
eliminating the influence of the united shape on the calcula-
tion result. The bound ranges of the five design parameters 
(unit is mm) were as follows: length of the nose: 0W1 
83.333, height of the nose: 15W210, width of the body: 
30W30, the cab angle: 10W44, shape of the cow-
catcher: 60W510. Considering the influence of the 
length of nose cone and the width of train body on aerody-
namic drag into consideration, the nose length of initial 
shape was set to be the minimum boundary of the nose 
length and the body width of initial shape was set to be the 
maximum boundary of the body width. The selection of 
sample points is crucial to catch the relationship between 
design space and the optimization target. As a pseudo-  
random algorithm, Sobol sampling method [16] can make 
the distribution of initial sample points more uniform in the 
design space compared to the random sampling method. 
Thus, the Sobol method was used in the present paper as the 
sampling method. The number of the initial sample points 
was 16. 14 points were selected as the training points, and 
the other two points were the test points, as shown in Table 
1. As seen in Table 1, Cd of design points are better than 
that of initial shape, which primarily reflects the better se-
lection of the design space. Finding the best solution in a 
design space where more optimal solutions can not only 
reduce the number of sample points, but also be conducive 
to construct more accurate response surface models with the 
same number of sample points and get the global optimal 
solution more efficiently. 

5.2  Validation of the efficiency of genetic algorithm 

The training process of GA-GRNN is a multi-parameter 
optimization process to find the best value of the spread 
factors i of each neuron based on the real-coded genetic 
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Table 1  Training points and test points 

Type of sample points W1 (mm) W2 (mm) W3 (mm) W4 (mm) W5 (mm) Cd 

Training points 

1 0.000 0.000 0.000 0.000 0.000 0.15091 

2 41.667 2.500 15.000 3.000 25.000 0.14411 

3 62.500 8.750 22.500 6.500 42.500 0.14034 

4 20.833 3.750 7.500 0.500 7.500 0.14822 

5 52.083 0.625 18.750 4.750 33.750 0.14265 

6 10.417 11.875 3.750 2.250 1.250 0.14797 

7 72.916 6.875 26.250 8.250 51.250 0.13992 
       

8 31.250 5.625 11.250 1.250 16.250 0.14533 

9 57.291 8.438 1.875 2.125 3.125 0.15014 

10 15.625 4.063 16.875 9.125 38.125 0.14241 

11 78.125 2.188 9.375 1.375 20.625 0.14638 

12 36.458 10.313 24.375 5.625 55.625 0.13923 

13 67.708 7.188 13.125 3.125 11.875 0.14505 

14 26.042 5.313 28.125 3.875 46.875 0.13965 
        

Test points 
15 46.875 13.438 5.625 0.375 5.625 0.14675 

16 5.208 0.938 20.625 7.375 29.375 0.14202 

 
optimization algorithm. In order to verify global optimiza-
tion capability of the genetic algorithm used in this paper, 
Shaffer’s F2 function was chosen to be the test function, 
whose expression is 
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This function has an infinite number of local maxima, 
and the global maximum F2(x1, x2)=1.0 appears only at (x1, 
x2)=(0.0, 0.0). As parameters for GA operation, the size of 
initial population was set to 150. The probabilities of 
crossover and mutation were set to 0.6 and 0.3, respectively. 
The size of evolution generation was set to 100. The fitness 
function is expressed as f=1/F2(x1, x2). 

The optimal value was F2(x1, x2)=1.0000 at * *
1 2( , )x x   

(0.0001,0.005). As shown in Figure 8, the average fitness 

value can quickly converge to the global optimal solution, 
which means that the GA used in this paper had a strong 
capability to get the global optimization result. 

5.3  Construction of GA-GRNN and precision analysis 

As the number of initial training points was only 14, the 
genetic algorithm and cross-validation method were used 
for training the neural network in order to make full use of 
information of each sample point. For the initial 14 sample 
points, we took each point as a group, selected 13 groups 
from the 14 groups as the training set, and took the rest one 
as the verification sample point, so that each sample point 
was treated as the verification sample point for one and only 
one chance. The average relative error of all verification 
points was taken as the objective function for genetic algo-

rithm optimization. 

 

Figure 8  History of average fitness value of test function along with the 
evolution number. 

For GRNN, values of all of the spread factors are the 
same, so it is a single-valued optimization process to get the 
best value. But for GA-GRNN, each training sample point 
has a unique neuron, so 13 neurons are needed for GA- 
GRNN construction with 13 training sample points, and 13 
spread factors ( 1, ,13)i i    are needed for optimization. 

A suitable GA-GRNN model cannot be constructed only 
with the initial 14 sample points, thus, the minimizing re-
sponse surface method [17] was used to improve the predic-
tion accuracy of the model. The guideline for adding sample 
points was to take the best point found based on the initial 
response surface model into the training set so that the pre-
diction accuracy around the optimal solution region in-
creases gradually. 

The genetic algorithm parameters for GRNN to get the 
best spread value were as follows: The size of initial popu-
lation was set to 60, the probabilities of crossover and muta-
tion were set to 0.9 and 0.2, respectively, the size of evolu-
tion generation was set to 650. The genetic algorithm pa-
rameters for GRNN to get the optimal value were as follows: 
The size of initial population was set to 50, the probabilities 
of crossover and mutation were set to 0.9 and 0.5, respec-
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tively. The size of evolution generation was set to 2500.  
The genetic algorithm parameters for GA-GRNN to get 

the best spread value were as follows: The size of initial 
population was set to 60, the probabilities of crossover and 
mutation were set to 0.95 and 0.3, respectively, the size of 
evolution generation was set to 500. The genetic algorithm 
parameters for GRNN to get the optimal value were as fol-
lows: The size of initial population was set to 40, the proba-
bilities of crossover and mutation were set to 0.9 and 0.2, 
respectively. The size of evolution generation was set to 
500. 

Figure 9 shows the prediction errors of GRNN and 
GA-GRNN changing with the number of iterations. As seen 
below, with the increasing number of training sample points, 
the prediction accuracy of the two models increased gradu-
ally in the optimal solution region. For GRNN, the predic-
tion accuracy in other design regions was essentially the 
same, but for GA-GRNN, the value increased slightly. 
GRNN prediction accuracy was still greater than 1% after 
adding 12 points, while GA-GRNN prediction accuracy 
reduced to less than 1% only for two points. Thus, GA- 
GRNN can be a better mapping model between design pa-
rameters and optimization target. Therefore, GA-GRNN 
model was utilized to find the optimal solution. 

5.4  Optimization process 

Figure 10 shows the overall optimization design process. 
Firstly, Sobol sampling method was used to obtain the ini-
tial sample points, the accurate objective value of which 
was calculated by CFD simulation. Then a certain number 
of initial sample points for training GA-GRNN model were 
selected by the genetic algorithm. When the predication 
accuracy of the RSM met the engineering requirement, GA 
was called again to search the optimization values of design 
parameters. If the optimal solution was worse than the target 
value, the sample point of worst performance among the 
training points would be replaced by the optimal solution, 

so that the prediction accuracy of GA-GRNN continuoued 
to be improved with the same overall number of training 
samples; otherwise, the final RSM was built up. CFD anal-
yses is the basis of the optimization process, the construc-
tion and prediction accuracy of GA-GRNN is the core of the 
process, and the number of sample points that are used to 
train the GA-GRNN is directly related to the optimize effi-
ciency. Thus, using as less training points as possible to 
construct as more accurate prediction results of GA-GRNN 
as possible was focused in this work. It can be observed that 
the real-coded genetic algorithm played an important role in 
the optimization process which was adopted almost in each 
step of the optimization process. 

6  Results and discussion 

6.1  Comparative analysis between original shape and 
optimal shape 

The total aerodynamic drag coefficient Cd of the simplified 
CRH380A model was treated as the optimization objective 
and the fitness function was taken as f=Cd. The initial popu-
lation was set as np=50. The roulette method was used as the 
selection operator, while the probabilities of crossover and 
mutation were set to 0.9 and 0.5, respectively, and the size 
of evolution generation was set to 80. Figure 11 shows the 
history of average fitness value of the test function along 
with the evolution number, showing that the average fitness 
value converged to a stable value quickly. 

Table 2 shows the CFD results and predicted values of 
the GA-GRNN model. The prediction error was only 0.38%, 
indicating that the response surface model is feasible. 

The simplified CRH380A model did not include the sub-
sidiary parts such as the bogies, windshields and panto- 
raphs. As a result, the inviscid drag of the train was less 
than the viscous drag. Table 3 shows the viscous drag of the 
optimal shape was almost unchanged compared to the orig- 

 

Figure 9  (a) The relative error between the true values and predicted values of GRNN and GA-GRNN; (b) the RMSE of test sample points for the true 
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Figure 10  The optimization design process of high-speed train head. 

 

Figure 11  History of average fitness value of test function along with the evolution number. 

Table 2  Comparison of the CFD result and GA-GRNN performance of 
the optimization 

Actual value GA-GRNN Prediction error 

0.13778 0.13831 0.38% 

 
inal shape, but the inviscid drag reduction were 53.28%. 
The drag coefficient of the middle car changed little, while 
the drag reduction of the head and tail were almost the same, 
which were certainly due to the reduction of inviscid drag. 
Results revealed that the inviscid drag was more sensitive to 
the change of the streamline, which becomes the main ob-
jective of aerodynamic drag reduction of high speed trains. 

After optimization, the length of the streamline increased 
about 0.436 m; the height of the nose reduced about 0.178 
m; the largest reduction of width of the streamline was 
about 0.715 m; the inclination of the glass on the cab re-
duced about 0.95° and the vertex location of the cowcatcher 
bottom moved back about 0.716 m, as shown in Figure 12. 

The viscous drag coefficients of the original head car and 
tail car were 0.04593 and 0.03851, while the inviscid drag 
coefficients were 0.01061 and 0.01088, respectively. How-
ever, the viscous drag coefficients of the optimal head car 
and tail car were 0.04503 and 0.0375, while the inviscid 
drag coefficients were 0.00424 and 0.00567, respectively. 
So the viscid drag changed little after optimization, while 
the inviscid drags of head car and tail car were reduced by 
60.03% and 47.89%, respectively. Figure 13 shows the sur-
face pressure distribution, the longitudinal velocity distribu-
tion of original shape and optimal shape, and the speed dis-
tribution along the train central axis. Compared to the orig-
inal shape, the development of the boundary layer at the top 
of the optimal shape is essentially the same, but the flow 
field around the nose and tail are significantly different. As 
the nose gets sharpened, the high pressure zone around the 
nose is reduced, and the decrease of cab inclination leads to 
a smooth variation of the air flow around the transition zone. 
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As the tail cone gets sharper and longer, the separation of 
the wake is delayed, and the turbulence strength of the trail 
flow field becomes weaker, which decreases the pressure 
gradient along the streamline. As a result, the inviscid drag 
on the leading car and trailing car reduces a lot. 

After optimization, the cowcatcher changed from the 
forward type to the backward type. The small eddy Vc1 
disappeared in the optimal model and only Vc2 existed be-
low the cowcatcher. However, the strength of Vc2 had been 
greatly weakened, as shown in Figure 14. The smooth tran-
sition between the cowcatcher and the bottom of the body 
reduced the disturbance of the flow field here, so the air 
speed-up process became more stable, leading to the reduc-
tion of the high-pressure zone around the cowcatcher. As a 
result, the inviscid drag of the streamline was reduced, too. 

Figure 15 shows the change of vortex cores in the wake 
zone of original shape and optimal shape. Two steady vor-
tices Vc1 and Vc2 were developed along the surface of the 
streamline of the trailing car, and two more intense steady 
vortex Vc3 and Vc4 were detached on the cowcatcher. The 
intense of these eddies determined the strength of negative 
pressure around  trailing streamline. After optimization, 
the strengths of the four vortexes Vc1, Vc2, Vc3 and Vc4 
were significantly reduced, resulting in weaker strength of 
negative pressure in the wake region, thus, the inviscid drag 
was also reduced. 

Figure 16 shows the Cp distribution along the longitud- 

inal-type line of the original shape and optimal shape. 
Compared to the original shape, the Cp distribution of the 
optimal shape along the middle surface of the train changed 
little. However, the Cp around the cowcatcher of the leading 
car and the trailing car changed a lot. The positive Cp of 
head cowcatcher reduced, and the negative Cp of tail cow-
catcher also reduced, which obviously reduced the inviscid 
drag of the optimal shape. 

If the maximum cross-section area of the train is constant, 
the cross-section area distribution of the streamline has a 
direct impact not only on interior volume distribution of the 
nose and cab, but also on the flow field around the nose. 
Figure 17 shows the cross-section area distribution of orig-
inal shape and optimal shape, in which L is the length of 
streamline and Aref is the maximum cross-sectional area of 
CRH380A. Compared to the original shape, the cross-sec- 
tional area of the optimal streamline reduces a lot, which re-
duces the frontal area of the nose, so the high pressure region 
around the head reduces, too. The cross-sectional area distri-
bution of the optimal shape is more smooth around the nose 
and cab, which makes the air acceleration process more sta-
ble in front of the nose and reduces the strength of the flow 
disturbance. The distribution becomes more severe on the 
region that connects the streamline and the straight part, 
which makes the air speed-up more quickly in the transition 
zone, and leads to a large low-pressure region there. As a 
result, the inviscid drag of the head decreases a lot. 

Table 3  Comparison of the CFD result and GA-GRNN performance of the optimization 

 Total Viscid Inviscid Head Middle Tail 

Original shape 0.15091 0.12937 0.02154 0.05654 0.04498 0.04939 

Optimal shape 0.13778 0.12784 0.00994 0.04927 0.04534 0.04317 

Drag reduction 8.7% 1.18% 53.28% 12.86% 0.8% 12.59% 

 

 
Figure 12  The original shape and optimal shape of CRH380A. 

 
Figure 13  (a) The surface pressure and the longitudinal velocity contours of the original shape and optimal shape; (b) the speed distribution along the train 
central axis. 
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Figure 14  The surface pressure contours and streamlines along the original shape and optimal shape. 

 

Figure 15  Transient Q isosurface graphs around the wake of original shape and optimal shape (Q=100). 

 

Figure 16  The Cp distribution of the longitudinal-type line of the original shape and optimal shape. (a) The Cp distribution of the longitudinal-type line of 
train head; (b) the Cp distribution of the longitudinal-type line of train tail. 

 

Figure 17  The cross-section area distributions of original shape and 
optimal shape. 

6.2  Comparative analysis of real original shape and 
real optimal shape 

Since only the streamline is considered to be optimized, in 
order to reduce time that is taken for grid generation and the 
flow field calculation, the real shape of CRH380A (with the 
real windshields and bogies included) was simplified, and 
the ancillary components were discarded. However, the 
subsidiary parts have a great influence on the aerodynamic 
drag of the real shape [2]. Thus, the aerodynamic perfor-
mances of the true shape of the prototype vehicle and opti-
mal vehicle would be analyzed in the next section in order 
to study the drag reduction efficiency of optimal shape. 

In order to make a comparative study with experimental 
data, the calculation conditions were set to be the same as 
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the wind tunnel test conditions. The computational model 
was the 1:8 scale model so as to be the same as the experi-
mental model. The pressure-coupled equations of semi- 
implicit method (SIMPLE) were used for calculating the 
flow field, the turbulence model was SST k-w, and the 
standard wall function was used near the wall. The flow 
speed was 60 m/s, the ground was the stationary wall, ve-
locity inlet boundary condition and pressure outlet boundary 
condition were used at the inlet and outlet, respectively. Slip 
wall condition was used in the far-field. The types of space 
meshes were composed of polyhedrons and the prism 
boundary layer mesh near the train surface. The total num-
ber of the volume meshes was about 28.4 million, and the 
mesh in specific locations is shown in Figure 18. 

The inviscid drag of the real vehicle was slightly larger 
than the friction drag, as shown in Table 4. Compared to the 
total aerodynamic drag of the wind tunnel test, the error of 

the numerical results was less than 1%, indicating that the 
calculation results were reliable. After optimization, the 
total Cd of 380A reduced about 8.86%, the viscous drag 
was almost unchanged, but the inviscid drag reduced a lot. 
So the drag reduction efficiency kept the same as the sim-
plified shape. Besides, the aerodynamic drags of the leading 
car, the middle car and the trailing car of the optimal middle 
were all smaller than those of original shape. However, the 
drag reduction efficiency of different sections of the real 
shape was different from that of the simplified shape, espe-
cially the middle car, the drag of which was almost constant 
for the simplified shape but reduced about 12.55% for the 
real shape. 

Figure 19 shows the aerodynamic drag distribution of the 
components of the real shape. The Cd of the first bogie was 
obviously larger than those of the others, which was mainly 
because the air had been compressed for the second time  

 

 

Figure 18  Local mesh of the real vehicle. 

Table 4  The Cds and the drag reduction percentages of the real original and optimal vehicles  

 Total Viscid Inviscid Head Middle Tail 

Wind tunnel test 0.32612 – – – – – 

Original shape 0.32822 0.15088 0.17734 0.11519 0.0889 0.12413 

Error 0.64% – – – – – 

Optimized shape 0.29914 0.14836 0.15078 0.10965 0.07774 0.11175 

Drag reduction 8.86% 1.67% 14.98% 4.81% 12.55% 9.97% 

 

Figure 19  Cds of different components of the real shape. 
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near the cowcatcher and then flowed into the first bogie 
cavity at a higher speed, which generated a high pressure 
and led to the pressure drag of the first bogie larger than that 
of the others. The connection parts were divided into four 
parts so as to study the influences of the wind-shield on 
different sections conveniently. The four parts were named 
shield1, shield2, shield3 and shield4, as shown in Figure 14. 
The Cds of shield1 and shield3 were negative, meaning that 
the aerodynamic forces of the two parts are a kind of 
thrusting force. Conversely, the aerodynamic forces of 
shield2 and shield4 were a kind of resistance force. Shield2 
and shield3 were the subsidiary parts of the middle section. 
Before optimization, the algebra summation of the aerody-
namic forces of shield2 and shield3 was 0.03227. However, 
after optimization, the value changed to 0.01384, while the 
aerodynamic drags of other parts of the middle section cha- 
nged little. As a result, the aerodynamic drag of the middle 
section of the optimal shape was smaller than that of the 
original shape. Except for the ancillary parts, the aerody-
namic drags of the leading car and middle car reduced a lot. 
So the subsidiary parts of the train had a great impact on the 
distribution of the train aerodynamic drag. As a result, the 
simplified shape can reflect the true shape on the drag re-
duction and can significantly improve the optimization effi-
ciency. Therefore, the appropriate simplified shape can be 
applied to high-speed train aerodynamic shape optimization. 

6.3  The influence of design parameters on the aerody-
namic drag of CRH380A 

Reasonable design parameters have a direct impact on the 
final optimal results. Figure 20 shows the impact of design 
parameters on the drag coefficient gradient of the high- 
speed train. It can be observed that W1 which controls the 
length of the nose has a minimal impact on the objective 
function gradient. Since the slenderness ratio of the original 
shape is 3.55, a greater value has little effect on the aerody-
namic drag reduction. Therefore, the slenderness ratio can-
not be blindly increased to reduce the aerodynamic drag. All 
the other four design parameters have a great influence on 
the objective function gradient. W3 that controls the width of 
streamline has the greatest impact on the drag coefficient   

 

Figure 20  Impact factors of design parameters on the gradient of objec-
tive function. 

gradient. Thus, the cross-sectional area distribution is essen-
tial to high-speed train aerodynamic drag reduction. W5 
controls the cowcatcher shape, and also has a great impact 
on aerodynamic drag gradient. At present, cowcatchers used 
on high-speed train in China and other countries are all de-
signed to be forward. However, the optimization results 
show that the backward-type cowcatcher is more favorable 
for aerodynamic drag reduction. Thus, backward-type cow-
catchers are recommended to be used on high-speed train to 
improve the aerodynamic performance. 

All of the design parameters extracted in this work have 
an impact on the gradient of the objective function values 
and can fully describe the key features of the streamline on 
the condition of ensuring the basic characteristics of the 
original shape. That indicates that the selected design pa-
rameters are reasonable, and the corresponding parametric 
methods can be well applied to the high-speed train head 
design optimization. 

7  Conclusions 

In this paper, focusing on the simplified CRH380A model, 
five design parameters were extracted, the aerodynamic 
optimization of the streamline aiming at reducing the drag 
has been done with the conclusions as follows. 

1) The local shape function (LSF) parameterization 
method that can control a large deformation zone with a few 
design parameters is simple yet practical, and this method 
can ensure the smoothness of the deformation zones and the 
smooth transition of different deformation regions. Thus, 
LSF can be well adopted for high-speed train aerodynamic 
shape optimization. 

2) Using the same sample points for training, the predic-
tion accuracy of GA-GRNN is obviously better than that of 
GRNN. Thus, the global optimal solution can be found 
more easily with GA-GRNN. Therefore, GA-GRNN model 
is recommended for global optimization. 

3) After optimization, the total aerodynamic drag of sim-
plified CRH380A model is reduced by 8.7%, the viscous 
drag reduces about 1.18% and the inviscid drag reduces 
about 53.85%. So inviscid drag is more sensitive to the de-
formation of aerodynamic shape and is the main target for 
drag reduction. Aerodynamic drag reduction of the head 
section is 12.86% and the value of the tail section is 12.59%. 
The results show that the aerodynamic shape optimization 
method proposed in this paper is simple yet efficient, and 
can be well used in high-speed train aerodynamic shape 
optimization . 

4) The ancillary components have a great impact on the 
aerodynamic drag of trains, especially the connection parts, 
which seriously affect the distribution of aerodynamic drag. 
However, the simplified model still can be used as a substi-
tute for the prototype model to perform the study on drag 
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reduction and thus can significantly improve the optimiza-
tion efficiency. Therefore, the appropriately simplified 
model can be applied to high-speed train aerodynamic shape 
optimization. 
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