Numerical Simulation of Liquid-Fueled Detonations by an Eulerian–Lagrangian Model
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Abstract. In this paper, an Eulerian–Lagrangian two-phase flow model for liquid-fueled detonations is constructed. The gaseous mixture is described by an Eulerian method, and liquid particles in gaseous mixture are traced by a Lagrangian method. An improved space-time conservation element and solution element (CE/SE) scheme is applied to the simulations of detonations in liquid C_{10}H_{22}-O_{2}/air systems. Different fuel droplet sizes and equivalence ratios are considered in the present study. Interestingly, the numerical results show that liquid-fueled detonations have some difference with gaseous detonations. Especially, a deficit in the propagation velocity compared to the gaseous detonation velocity is observed in mixtures with lean fuel and larger droplet sizes, while an increase in the propagation velocity compared to the gaseous detonation velocity is observed in the mixtures with very rich fuel. The surprising phenomenon is analyzed and discussed with the aid of detailed numerical results. In addition, the formation and propagation of two-phase detonation waves are characterized by series of results and the influence of particle radii is also discussed. All numerical results show that the present model can describe the gas-particle two-phase system accurately, and can be applied to numerical simulations of liquid-fueled detonations.
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1 Introduction

So far, research on gaseous detonation has been increasingly improved. Although heterogeneous detonations involving particulate matter have been known in the context of mine and grain elevator explosions for a long time, systematic studies involving liquid-fueled detonations appear to have begun only in the 1950s [1]. After several decades of research, our understanding of the structure, stability, detonability, and initiation of liquid-fueled detonations is still more primitive than that of gaseous detonations. The lack of knowledge on the nature of two-phase detonations can be partly ascribed to the fact that the governing parameters of two-phase mixtures are far more than that of gaseous mixtures. Indeed, apart from the chemical composition and initial pressure and temperature of the mixture, one should take into account particle size, particle shape and particle distribution, etc. The latter effects may play a major role in liquid-fueled detonations. All these features result in mathematical difficulties arising even in the linear analysis of detonations in liquid fuel-oxidizer mixtures. Moreover, depending on the average particle size, the detonation zone thickness in liquid fuel-oxidizer mixtures is at least a few times larger than that in gaseous fuel-oxidizer mixtures (even for nearly the same composition), hence, the size of shock tubes used in liquid-fueled detonation studies must be essentially larger than that employed in gaseous detonation studies. This fact and sedimentation of particles increase the difficulty of experimental studies in liquid-fueled detonations. Thus, numerical simulations have become more and more important in the research of liquid-fueled detonations.

Numerical simulations of liquid-fueled two-phase detonations are far fewer than those of gas-phase or solid-fueled two-phase detonations. A. Burcat and S. Eidelman [2, 3] conducted numerical simulations of a detonation wave in a cloud of heptane droplets and were able to separate out the numerical oscillations from the physical ones. Their simulations captured the secondary waves emitted by the droplet combustion and its propagation forward to reinforce the leading shock front. They considered droplet radii ranging from 50 to 500 µm and found that the detonation velocity is inversely proportional to the width of the reaction zone behind the shock front. The work of S. A. Zhdan and D. V. Voronin [4, 5] has focused on simulating the initiation of liquid-fueled detonations. They have considered initiation both using a condensed explosive and using gaseous detonation in a stoichiometric hydrogen–oxygen mixture.
Detonation initiation in monodispersed and polydispersed sprays of liquid fuels in air and oxygen with a range of droplet sizes from 50 to 700 µm were considered in the study of A. A. Vasil’ev [6]. The results of these simulations have been used to develop simple models and analytical formulas for estimating the initiation energies for planar, cylindrical, and spherical detonations. In another study, S. A. Zhidan and E. S. Prokhorov [7] reported the numerical cellular structure of a cryogenic hydrogen and oxygen mixture. More recently, investigations of detonation onset in polydispersed fuel-air mixtures were carried out by N. N. Smirnov [8], G. D. Roy [9] and K. Kailasanath [10] have made comprehensive overviews on the liquid-fueled two-phase detonations.

The numerical simulation of liquid-fueled detonation is very difficult due to the complex physical and chemical phenomena. It demands appropriate physical and chemical models and high accurate numerical methods. In present work, an Eulerian–Lagrangian two-phase flow model for liquid-fueled detonations is constructed and an improved high accurate CE/SE (space-time conservation element and solution element) scheme is adopted for the liquid-fueled detonation simulations. Detonations in liquid C10H22–O2/air systems with different fuel droplet sizes and equivalence ratios are simulated. All numerical results were compared and discussed carefully.

2 Numerical Models

2.1 Two-phase Flow Model and Governing Equations

Liquid-fueled detonation is a heterogeneous two-phase fluid dynamic process combined with chemical reactions. It contains a series of complex physical and chemical process including atomization, droplet breakup, vaporization, fuel combustion etc. The two-fluid (Eulerian–Eulerian) model is usually used in two-phase detonation simulation. The particle phase is considered as continuous medium, so continuous medium mechanics is used to describe the flow of particle phase. This makes the problem to some extent by homogenization. In the present study, an Eulerian–Lagrangian model is introduced for treating two-phase flows. In the present model, all particles are traced by a Lagrangian method. Following assumptions were made for the present model: the gas phase behaves as an ideal gas; the temperature of all gaseous species is the same; there are no process of collision, coalescence and fragmentation in particle phase; the shape of particles always keeps to be spherical even in process of separation, evaporation, etc; the temperature distribution in particles is uniform; the volume occupied by the droplets is negligible when compared with the volume of the gas; chemical reactions occur only in the gas phase; if chemical reaction occurs, the chemical energy is absorbed only by gas, which is considered as ideal.

Under above assumptions, the gas-phase is governed by Euler equations:

$$\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{E}}{\partial x} + \frac{\partial \mathbf{F}}{\partial y} = \mathbf{S}. \quad (1)$$

In Equation (1), $\mathbf{Q}$ is the vector of conserved variables, $\mathbf{E}$ and $\mathbf{F}$ are conservation flux vectors in the $x$- and $y$-directions, $\mathbf{S}$ is the source term vector.

Combined with chemical reaction and phase transition, the expressions of $\mathbf{Q}$, $\mathbf{E}$, $\mathbf{F}$, $\mathbf{S}$ are as follows

$$\mathbf{Q} = \begin{pmatrix} \rho_l \\ \rho_u \\ \rho v \\ e \end{pmatrix}, \quad \mathbf{E} = \begin{pmatrix} \rho_l u \\ \rho u^2 + p \\ \rho u v \\ (e + p) u \end{pmatrix}, \quad \mathbf{F} = \begin{pmatrix} \rho_l v \\ \rho u v \\ \rho v^2 + p \\ (e + p) v \end{pmatrix} \quad (2)$$

and

$$\mathbf{S} = \begin{pmatrix} \omega_i + \delta \sum_{N_p} \frac{I_{pk}}{dV_k} \\ \sum_{N_p} \frac{-f_{sk} + \nu_{pk} I_{pk}}{dV_k} \\ \sum_{N_p} \frac{-f_{yk} + \nu_{pk} I_{pk}}{dV_k} \\ \sum_{N_p} \frac{-q_{dk} - (u_{pk} f_{sk} + v_{pk} f_{yk}) + (e_{pk} + \frac{v_{pk}^2 + \nu_{pk}^2}{2}) I_{pk}}{dV_k} \end{pmatrix}. \quad (3)$$

The Lagrangian governing equations for the $k$th particle are as follows

$$\begin{align*}
\frac{dm_{pk}}{dt} &= -I_{pk} \\
\frac{dx_{pk}}{dt} &= u_{pk} \\
\frac{dy_{pk}}{dt} &= v_{pk} \\
\frac{dI_{pk}}{dt} &= f_{sk} \\
\frac{dV_k}{dt} &= f_{yk} \\
\frac{dV_k}{dt} &= q_{dk}.
\end{align*} \quad (4)$$

Here $\rho_l$ ($i$ from 1 to $N_s$) is the mass density of the $i$th species (especially, $\rho_1$ is defined as the density of fuel gas), $N_s$ is the number of considered species, $\omega_i$ is the production rate of the $i$th species, $\rho$, $u$, $v$, $p$ and $e$ are the total density, the velocity components of $x$-direction and $y$-direction, the pressure, and the total energy per unit volume of the gas phase, respectively. Accordingly, $m_{pk}$, $x_{pk}$, $y_{pk}$, $u_{pk}$, $v_{pk}$, $I_{pk}$, $\epsilon_{pk}$ and $I_{pk}$ denote the mass, the position coordinates components and the velocity components, the temperature, the internal energy per unit mass and atomization rate of the $k$th ($k$ from 1 to $N_p$) particle, respectively. $N_p$ is the number of initial particles which is determined by the equivalence ratio of the liquid fuel-gas mixture. $f_{sk}$ and $f_{yk}$ are the force components acting on the $k$th particle. $q_{dk}$ is the convection heat transfer between gas mixtures and the $k$th particle. $C_v$ is the specific heat capacity of the liquid fuel.

$dV_k$ is the volume of gas phase influenced by the $k$th particle which is related to the Euler grid. When $i = 1$, $\delta = 1$, otherwise, $\delta = 0.$
The dynamic interaction between liquid droplets and gas could result in instability in the droplet interface and atomization of droplets. According to boundary layer theory, A. A. Ranger and J. A. Nicholls [11] derived the atomization of droplets. According to boundary layer theory, a gas film can result in instability in the droplet interface and atomization of droplets. In the present work, in order to simplify the problem and to save computing resources, the following three main global reactions involving five species are considered:

**Reaction 1:** \( C_nH_m + \left( \frac{n}{2} + \frac{m}{4} \right)O_2 \rightarrow nCO + \frac{m}{2}H_2O \)  

**Reaction 2:** \( 2CO + O_2 \rightarrow 2CO_2 \)  

**Reaction 3:** \( CO_2 \rightarrow 2CO + O_2 \)  

The expression of each chemical reaction rate \( R_P_k \) is available in [13, 14]. And the production rate of the \( i \)th species \( \omega_i \) is expressed as

\[
\omega_i = W_i \sum_{k=1}^{N_r} \left( v_{k_i} - v_{k_i}' \right) R_P_k,
\]

where \( W_i \) is the molecular weight of the \( i \)th species, \( N_r \) is the number of chemical reactions, \( v_{k_i} \) and \( v_{k_i}' \) are the stoichiometric coefficients of the \( i \)th species in the \( k \)th chemical reaction.

### 2.3 Solution of the Thermodynamic Parameters

For the present model, the total energy density of gas phase \( E \) is defined as

\[
E = \rho h + \frac{\rho}{2}(u^2 + v^2),
\]

where, the total density of the gas mixture \( \rho \) is denoted by

\[
\rho = \sum_{i=1}^{N_s} \rho_i,
\]

and the enthalpy \( h \) is calculated by summing the enthalpy of each species

\[
h = \sum_{i=1}^{N_s} Y_i h_i,
\]

where, \( Y_i \) is the mass fraction of \( i \)th species in gas phase. The specific heat, enthalpy and entropy of the \( i \)th species can be calculated by the thermal polynomial equations

\[
\begin{align*}
C_{pi} &= a_{i1}T^{-2} + a_{i2}T^{-1} + a_{i3} + a_{i4}T \\
&\quad + a_{i5}T^2 + a_{i6}T^3 + a_{i7}T^4, \\
\frac{h_i}{R_iT} &= -a_{i1}T^{-2} + a_{i2}T^{-1}\ln T + a_{i3} + \frac{a_{i4}T}{2} \\
&\quad + \frac{a_{i5}T^2}{3} + \frac{a_{i6}T^3}{4} + \frac{a_{i7}T^4}{5} + \frac{a_{i8}T}{T}, \\
\frac{s_i}{R_i} &= -a_{i1}T^{-2} - a_{i2}T^{-1} + a_{i3}\ln T + a_{i4}T \\
&\quad + \frac{a_{i5}T^2}{2} + \frac{a_{i6}T^3}{3} + \frac{a_{i7}T^4}{4} + \frac{a_{i8}}{4},
\end{align*}
\]

where, \( a_{1} - a_{9} \) are interpolation coefficients [15].

According to Dalton’s law, the total pressure \( p \) is the sum of the partial pressure for each species and can be calculated with the state equation for a perfect gas

\[
p = T \sum_{i=1}^{N_s} \rho_i R_i = \rho RT.
\]
Combining the total energy density equation Equation (16) and the state equation Equation (21), one can obtain a function of temperature

\[ F(T) = \rho \sum_{i=1}^{N_v} Y_i h_i - \rho \sum_{i=1}^{N_s} Y_i R_i T - E + \frac{\rho}{2} (u^2 + v^2) = 0. \]  

(22)

\( F(T) \) is the relationship between conserved variables and thermodynamic parameters. In present study, a Newton iterative procedure is adopted to calculate the temperature

\[ T_{n+1} = T_n - \frac{F(T_n)}{F'(T_n)}. \]  

(23)

\[ F'(T_n) = \frac{d(F(T))}{dT} = \rho \sum_{i=1}^{N_s} (Y_i c_{pi} - Y_i R_i) \]

\[ = \rho \left( c_p - R \right). \]  

(24)

The internal energy per unit mass of the \( k \)th particle is defined as

\[ e_{pk} = C_v T_{pk} \]  

(25)

\section{3 The Improved CE/SE Scheme}

The CE/SE method was originally proposed by S. C. Chang and co-workers [16, 17]. It is a completely new numerical framework for solving hyperbolic conservation equations. This new approach differs substantially in both concept and methodology from the well-established methods including finite difference, finite volume, finite element, and spectral methods etc. It has many nontraditional features and advantages, including unified treatment of space and time, satisfying both local and global flux conservations in space and time, high accuracy for solving hyperbolic conservation equations, and the simple mathematical treatment. Moreover, Riemann solvers are not needed to capture shocks, and dimensional splitting method is not needed in the multidimensional schemes.

The CE/SE scheme depends on the definitions of conservation elements (CE) and solution elements (SE). Different definitions of CE and SE lead to different numerical schemes. In Chang’s original scheme, the number of CEs is consistent with the number of unknowns designated by the scheme including the mesh variables and their spatial derivatives. Therefore, two CEs are needed at each grid point to derive two discrete equations for \( Q \) and \( Q_s \) in a one-dimensional case. Similarly, three and four CEs are needed at each grid point in two- and three-dimensional cases, respectively.

In the present paper, a simple type of CE and SE on the general hexahedrons mesh was adopted. The conservation element CE(\( G' \)) is defined by hexahedron \( A1A2A3A4A1'A2'A3'A4' \), the solution element SE(\( G' \)) constituted by the three vertical planes \( B1B3B3'B1' \), \( B2B4B4'B2' \) and \( A1'A2'A3'A4' \) intersecting at \( G' \) and their neighborhood space as demonstrated in Figure 1. Based on the present definition of SE and CE, an improved CE/SE scheme can be easy to construct and extend to three-dimensional situation directly.

Let \( x_1 = x, x_2 = y \) and \( x_3 = t \) be considered as the coordinates of a three-dimensional Euclidean space \( E_3 \). Because Equation (1) can be expressed as \( \nabla \cdot \vec{h} = S \) with \( \vec{h} = (E, F, Q) \). Gauss’ divergence theorem in the space-time \( E_3 \) implies that Equation (1) is the differential form of the integral conservation law

\[ \iint_{S(V)} \vec{h} \cdot d\vec{S} = 0, \]  

(26)

where \( S(V) \) is the boundary of an arbitrary space-time region \( V \) in \( E_3 \), and \( d\vec{S} = da \vec{n} \) with \( da \) and \( \vec{n} \), respectively, being the area and the unit outward normal vector of a boundary element on \( S(V) \).

Assume that the integral conservation laws are satisfied in the conservation element CE(\( G' \)) which is defined as demonstrated in Figure 1. Note that the outward unit normal vectors of \( A1'A2'A3'A4', A1A2A3A4, A2A3A3'A2' \),
The physical variables in SE(G) are approximated by the first-order Taylor expansions in the five SEs related to CE(G). Note that, CE(G') is related to not only SE(G') but also the SEs of SE(A1), SE(A2), SE(A3) and SE(A4). With the aid of first-order Taylor expansions in the five SEs related to CE(G'), Equation (27) is equivalent to

\[
Q G' - \frac{\Delta t}{4} S G' = \frac{1}{4} \left( \tilde{Q} + \frac{\Delta t}{\Delta x} \tilde{E} + \frac{\Delta t}{\Delta y} \tilde{F} + \frac{\Delta t}{4} \tilde{S} \right),
\]

(28)

where

\[
\begin{align*}
\tilde{Q} &= Q \left( \frac{\Delta x}{4}, \frac{\Delta y}{4}, 0 \right)_{A1} + Q \left( -\frac{\Delta x}{4}, \frac{\Delta y}{4}, 0 \right)_{A2} \\
&\quad + Q \left( -\frac{\Delta x}{4}, -\frac{\Delta y}{4}, 0 \right)_{A3} + Q \left( \frac{\Delta x}{4}, -\frac{\Delta y}{4}, 0 \right)_{A4} \\
\tilde{E} &= E \left( 0, \frac{\Delta y}{4}, \frac{\Delta t}{4} \right)_{A1} - E \left( 0, \frac{\Delta y}{4}, \frac{\Delta t}{4} \right)_{A2} \\
&\quad - E \left( 0, -\frac{\Delta y}{4}, \frac{\Delta t}{4} \right)_{A3} + E \left( 0, -\frac{\Delta y}{4}, \frac{\Delta t}{4} \right)_{A4} \\
\tilde{F} &= F \left( \frac{\Delta x}{4}, 0, \frac{\Delta t}{4} \right)_{A1} + F \left( -\frac{\Delta x}{4}, 0, \frac{\Delta t}{4} \right)_{A2} \\
&\quad - F \left( -\frac{\Delta x}{4}, 0, \frac{\Delta t}{4} \right)_{A3} - F \left( \frac{\Delta x}{4}, 0, \frac{\Delta t}{4} \right)_{A4} \\
\tilde{S} &= S_{A1} + S_{A2} + S_{A3} + S_{A4}.
\end{align*}
\]

(29)

Here, \(X(dx, dy, dt)\) denotes the Taylor expansions of \(Q\), \(E\) and \(F\) at the reference point \(N\), i.e.

\[
X(dx, dy, dt) = X_N + (X_x)_N dx + (X_y)_N dy + (X_t)_N dt.
\]

(30)

Substituting Equation (30) into Equation (1), we obtain

\[
(Q_t)_N = -(E_x)_N - (F_y)_N.
\]

(31)

Equations (30) and (31) imply that the variables needed to be calculated are \(Q\), \(Q_x\) and \(Q_y\) at each grid point, because \(E\) and \(F\) are functions of \(Q\).

Using the continuous conditions at point \(A1', A2', A3'\) and \(A4'\), we have the derivatives of \(Q\) with respect to \(x\) and \(y\)

\[
(Q_x)_{G'} = W[(Q_x)_{G'}, (Q_x)_{G'}, \alpha], (Q_y)_{G'} = W[(Q_y)_{G'}, (Q_y)_{G'}, \alpha]
\]

(32)

where

\[
\begin{align*}
(Q_x)_{G'} &= -\frac{1}{\Delta x} \left[ Q(0, 0, \frac{\Delta t}{4})_{A1} + Q(0, 0, \frac{\Delta t}{4})_{A2} - 2(Q)_{G'} \right] \\
(Q_y)_{G'} &= \frac{1}{\Delta y} \left[ Q(0, 0, \frac{\Delta t}{4})_{A3} + Q(0, 0, \frac{\Delta t}{4})_{A2} - 2(Q)_{G'} \right] \\
(Q_x)_{G'}^+ &= -\frac{1}{\Delta x} \left[ Q(0, 0, \frac{\Delta t}{4})_{A1} + Q(0, 0, \frac{\Delta t}{4})_{A2} - 2(Q)_{G'} \right] \\
(Q_y)_{G'}^+ &= \frac{1}{\Delta y} \left[ Q(0, 0, \frac{\Delta t}{4})_{A3} + Q(0, 0, \frac{\Delta t}{4})_{A2} - 2(Q)_{G'} \right] \\
\end{align*}
\]

(33)

The weighted average function is defined as

\[
W[x, x_+, \alpha] = \frac{|x_+|^\alpha |x_+| - |x_-|^\alpha |x_-|}{|x_+|^\alpha + |x_-|^\alpha}
\]

(34)

where \(\alpha\) is an adjustable constant and usually equals 1~2.

It should be noted that \(Q_{G'}\) can not be obtained explicitly from Equation (28) due to the source term \(S_G\) is a function of \(Q_{G'}\). A local Newton iterative procedure is usually needed to determine \(Q_{G'}\). In the present work, to avoid the iterative procedure and save computation time, \(S_{G'}\) is replaced by its linear prediction of current time, i.e.,

\[
\begin{align*}
Q_{G'} &= \frac{1}{4} \tilde{Q} + \frac{\Delta t}{\Delta x} \tilde{E} + \frac{\Delta t}{\Delta y} \tilde{F} + \frac{\Delta t}{2} \tilde{S} \\
\tilde{S} &= \tilde{S} + \frac{\Delta t}{2} \tilde{S}_t,
\end{align*}
\]

(35)

where \(\tilde{S}_t\) is the time derivative of \(\tilde{S}\).

More detailed description of the improved CE/SE scheme is available in Reference [18–20]. To date, the improved CE/SE method has achieved great success in the simulation of gaseous detonation [18, 20, 21], two-phase detonation [20], multi-material elastic-plastic flows [19,22], spall fracture [22], etc.

4 Numerical Results and Discussions

In this section, planar detonations in liquid C\textsubscript{10}H\textsubscript{22}O\textsubscript{2}/air systems with different fuel droplet radii and equivalence ratios (\(\Phi\)) are simulated. Initial pressure and temperature of the mixtures are 1 atm and 298 K, respectively. Tube length is 3 m. Detonation wave is generated by igniting in the left
with a high initial pressure and temperature as 30 atm and 2980 K, respectively. The other computing parameters are given as below: $\lambda = 0.1 \text{ W} \cdot \text{K}^{-1} \cdot \text{m}^{-1}$, $\rho_f = 730 \text{ kg/m}^3$, $\mu = 2.07 \times 10^{-5} \text{ Pa} \cdot \text{s}$, $\mu_f = 3.5 \times 10^{-4} \text{ Pa} \cdot \text{s}$, $C_v = 2.1 \times 10^3 \text{ J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}$, $Pr = 0.74$. In the present simulations, the velocity and temperature of the particles are set to 0 if the radius of the particle is decreased to 0.

4.1 Formation and Propagation of the Detonation Waves

To illustrate the capability of the present model, detonations in liquid $\text{C}_{10}\text{H}_{22}-\text{O}_2$ system is simulated first by 3000 mesh grids. The initial number and radii of particles are 1917 and 50 µm, which is equivalent to $\Phi = 0.266$. Compared with experimental study, one of the main advantages of numerical simulation is that the local and global profiles of physical variables are available at arbitrary time. To enhance the visual effect, the formation and propagation of the self-sustained detonation wave (DW) is characterized by series of results at different times. Figure 2(a)–(d) shows the distributions of the density, the velocity, the pressure and the temperature of gas phase along $x$-axis at different times. It can be seen that the DW continuously increased initially, and tends to steady state at about 300–400 µs. For the similar ignition condition, the DW in stoichiometric $\text{H}_2-\text{O}_2$ mixture tends to steady state within 1 µs. In the present model, there are some local oscillations in the temperature curves of gas phase due to the heterogeneous influence of the liquid particles. This is different from the two-fluid model [20] and more consistent with the facts. Figure 3 (a)–(c) shows the radii, the velocity, and the temperature of particles at different times. At the DW front, the velocity and temperature of the particles increase under the action of the drag force and convection heat transfer, respectively. But the radii of particles decrease due to the atomization. The peak velocity and temperature of particles significantly lower than that of gas phase. It is because the acceleration process and the heating process of particles are slower than the atomization process of particles. Figure 4 shows the mass fraction of each species in gas mixtures. The mass fraction of $\text{C}_{10}\text{H}_{22}$ keeps zero because the chemical reaction rate is much faster than the atomization rate of the fuel particle and the $\text{O}_2$ is rich in this case.
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Figure 3. Physical quantity profiles of particles at different times.

To check the mesh convergence of the present model, the DW is calculated by two types of finer mesh grids under the same condition. Figure 5 shows the comparison of pressure profiles of gas phase calculated by 6000 mesh grids and 9000 mesh grids. It can be seen that the results calculated by three different mesh sizes are in good agreement.

4.2 Detonation velocity

Theoretical, computational, and experimental studies all have shown that if the droplets are fine enough (less than about 10 µm), detonations propagating at about the equivalent gas-phase Chapman–Jouguet detonation velocity can be attained in a variety of fuel-oxygen systems. However, there is a deficit in the two-phase detonation velocity compared to the gaseous detonation velocity if droplet size is larger. Various explanations for this deficit are presented. Since the reaction zone length in two-phase detonations can be quite large, a significant velocity deficit due to wall losses is to be expected. The velocity deficit due to losses of heat and drag can be approximated using the analytical expression derived by K. W. Ragland et al. [23] for a one-dimensional two-phase detonation in a shock tube. S. A. Gubin and M. Sichel [24] suggested that the deficit of the detonation velocity is not due to the heat and drag losses from the reaction zone but is mainly due to incomplete fuel reaction between the shock and C–J plane. M. J. Tang and J. A. Nicholls et al. [25] has systematically studied the det-
onations in a C_{10}H_{22} spray with 200 µm radius droplets in air and oxygen using a vertical shock tube. In order to verify the accuracy of the present model, the detonations in a C_{10}H_{22} spray with 200 µm radius droplets in air and oxygen are simulated. The numerical results are compared with theoretical and experimental results mentioned above. Figure 6(a) and (b) shows the detonation velocity in fuel-oxygen/air systems with different equivalence ratios and 200 µm radius droplets derived by different methods. Theoretical values of the detonation parameters in an all-gaseous mixture in air and in oxygen were calculated using the Gordon McBride computer code [25, 26]. It can be seen that the theoretical predictions are in good agreement with experimental results for mixtures with lean fuel. The value predicted by S. A. Gubin and M. Sichel is more accurate than that predicted by K. W. Ragland and J. A. Nicholls. The value predicted by combining the views of K. W. Ragland and S. A. Gubin together is the most accurate. So the deficit of the detonation velocity is not only due to the heat and drag losses in the reaction zone but also due to the incomplete fuel reaction between the shock and C–J plane. It is also found that for rich fuel mixtures, all the theoretical values are different from the experimental value in trends. The experimental data show that detonation velocity increases with equivalence ratio rapidly in lean fuel mixtures, and then approaches a constant value in rich fuel mixtures. Surprisingly, when Φ > 3.0, the two-phase detonation velocity in air is even higher than gaseous detonation velocity. The calculated detonation velocity using the present model is consistent with the experimental value in trends. And the

Figure 5. Comparison of pressure profiles calculated by two different mesh sizes.

Figure 6. Comparison of detonation velocity in fuel-oxygen/air systems derived by different methods.
calculated detonation velocity is a little higher than experimental detonation velocity, which may be due to the heat and drag losses in the reaction zone are not considered in the present model. Figure 7 shows the comparison of calculated detonation velocity with C–J theory for all gaseous mixtures. It can be seen that the detonation velocity in O$_2$ has a similar trend as that in air. Just the detonation velocity in O$_2$ is higher than that in air which is due to the dilution effect of nitrogen in air.

Why the trend of two-phase detonation velocity in lean fuel mixtures is completely different from that in rich fuel mixtures? It is due to the difference between the global equivalence ratio and the efficient equivalence ratio of the gas-phase mixtures which sustains the detonation propagation. Figure 8 shows the particle radii distribution in the detonation propagation process. It can be seen that the particles are not completely atomized between the shock and C–J plane. Indeed, the mass of the particle phase is reduced by only about 50% between the shock and C–J plane. According to S. A. Gubin and M. Sichel’s study, the particles atomized behind the C–J plane almost have no contribution to the detonation velocity. For lean fuel mixtures, the fuel atomization is incomplete between the shock and C–J plane, i.e. a deficit of efficient energy release is caused, so there is a deficit of detonation velocity. In contrast, for mixtures with rich fuel, the fuel is excess for the oxygen, and the atomized fuel vapors between the shock and C–J plane are adequate for chemical reactions. Thus, there is no deficit of energy which sustains the detonation propagation. The chemical energy is absorbed only by gas mixtures, and the convection heat transfer is very slow between the gas phase and particles as mentioned in Section 4.1. Thus, the energy density of gas mixtures is greater than that of all gas mixtures with the same global equivalence ratio, and that causes the detonation velocity in two-phase mixtures with very rich fuel is even higher than that in gaseous mixtures. Figure 9 shows temperature profiles of the gas phase with different equivalence ratios. The peak temperature is behind the detonation front in lean fuel mixtures. But the peak temperature appears just at the detonation front in rich fuel mixtures. The peak temperature increases with equivalence ratio rapidly at first, and then approaches a constant value. But the temperature of final products increases with equivalence ratio at first, and then decreases. It is also because that the fuel atomization is incomplete between the shock and C–J plane. For lean fuel mixtures, the atomized fuel vapors behind the C–J plane also participate in exothermic reactions which cause an increase of temperature. So the peak temperature is behind the detonation front and the temperature of final products increases with equivalence ratio in lean fuel mixtures. With respect to rich fuel mixtures, exothermic reactions complete between the shock and C–J plane. The atomized fuel vapors behind the C–J plane do not participate in any exothermic reactions but play the role of dilution. So the peak temperature appears just at the detonation front.
onation front and the temperature of final products decrease in rich fuel mixtures.

4.3 Influence of Particle Radius

In this section, the influence of particle radius on two-phase detonations is discussed. Fuel-oxygen mixtures of three different equivalence ratios with different initial particle radii range from 5 µm to 200 µm are considered. Figure 10(a)–(d) shows the comparison of pressure and temperature profiles calculated with two different particle sizes and the same equivalence ratio $\Phi = 0.266$. In the mixture with finer particle size, the less time is spent to formatting steady self-sustained detonation wave. The peak temperature is behind the detonation front in mixtures with larger particle size. But the peak temperature appears at the detonation front in mixtures with finer particle size. That is because the finer particles are completely atomized between the shock and C–J plane and react with oxygen, while the larger particles are not. Define the distance between the shock and C–J plane and the mass fraction of particle atomized between the shock and C–J plane as efficient reaction length and efficient atomization ratio, respectively. In our simulations, we find that the efficient reaction length and the efficient atomization ratio are almost independent of equivalence ratios. Figure 11(a)–(c) shows the influence of particle radius on detonation velocity, efficient reaction length and the efficient atomization ratio. It can be seen that the reaction length almost increases linearly with particle radius. The detonation velocity is inversely proportional to the length of the reaction zone behind the shock front when the initial particle radius is greater than 50 µm. When the initial particle radius is less than 50 µm, the detonation velocity approaches a constant value and the efficient atomization ratio approaches to 1.0. It means that the chemical reactions occur between the shock and C–J plane has significant influence on detonation propagation.

5 Conclusion

In this paper, an Eulerian–Lagrangian two-phase flow model is developed for liquid-fueled detonations. And an improved CE/SE scheme is applied to the numerical simulations. Detonations in liquid $\text{C}_{10}\text{H}_{22}-\text{O}_2/$air systems are simulated. It is proved that the present model keeps mesh convergence. It is also found that the propagation velocity in rich fuel mixtures is almost independent of the equivalence ratio, which is even higher than the theoretical C–J value of an all-gaseous mixture with very rich fuel. It is
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Figure 11. The influence of particle radius on detonation parameters.

due to the difference between the global equivalence ratio and the efficient equivalence ratio of the gas-phase mixtures which sustains the detonation propagation. The influence of particle radius on liquid-fuel detonation is predicted by the present model. Detailed numerical results show that the detonation propagation velocity is mainly influenced by efficient reaction length and chemical reactions occur between the shock and C–J plane. In future work, the Mach reflections and cellular structures of liquid-fueled detonations will be further researched by the present model.
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