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Abstract Since rate effect of materials plays a key role in
impact engineering, the microscopic mechanism of rate ef-
fect is investigated at molecular level in this paper. The re-
sults show that rate effect on the strength of atomic system
is closely related to the coupled evolution of atomic motions
and potential landscapes. Accordingly, it becomes possible
to develop a new algorithm of molecular simulation, which
could properly and efficiently demonstrate strain rate effect
under a wide range of loading rates and unveil the mecha-
nisms underlying the strain rate effects.

Keywords Strain rate effect - Atomic motions - Potential
landscape - Molecular simulation

1 Introduction

The rate effect of materials under impact loadings, namely
drastic increase of yield stress and strength of materials un-
der strain rates beyond about 10° s7!, is a key feature in im-
pact and shock dynamics as well as a long standing prob-
lem in material science [1]. It is reported that rate ef-
fects exist in a wide range of materials [2-5]. Strain rates
in most experiments range from 107 to 107 s™!; and rate
effect mainly emerges in plastic deformation and fracture,
e.g., yield stress, flow stress, strength and fracture tough-
ness [3,6,7].
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However strain rate effects do not present themselves in
a simple linear way. A distinct transition has been observed
in the relationship of flow stress and strain rate in a num-
ber of metals, like copper, iron, etc. This indicates that there
might be different mechanisms which can govern the rate ef-
fect [1,3]. So far, several mechanisms have been proposed,
like dislocation mobility [3, 8], shock controlled mechanism
of dislocation or twinning [1,9, 10], etc. All these mecha-
nisms are very important in the understanding of the phe-
nomena related to the rate effect. However, since most of
them are phenomenological explanations, a microscopic or
molecular understanding of the rate effect will be elusive.

Molecular dynamics (MD), with its ability to trace the
dynamic process of each molecule, has become an ortho-
dox method in elucidating microscopic mechanisms of me-
chanical behaviour of materials. Lots of MD simulations
have been carried out to investigate the strain rate effect
of nanoscale structures [11-14]. These simulations demon-
strate some results similar to that observed in experiments.
However the simulated sample sizes are restricted to tens of
nm, much smaller than that in laboratory tests. Moreover, the
strain rates involved in previous MD simulations are quite
high (usually higher than 10% s™! [11, 13] in contrast to those
appearing in most laboratory tests, like 1073 s~!. The limita-
tions of MD simulation should be attributed to its intrinsic
length and time scales involved in the potential functions
used to characterize the inter-molecular interactions [15].
Take the Lennard—Jones (L-J) potential,

o=sa(2) - (7] <

as an example [16], there are 2 parameters, the intrinsic en-
ergy &o and length ry. Plus the molecular mass m, the intrin-
sic time scale (oscillating period of a molecule) in MD can

be determined as fp = ,/mr(z) /€0, with a typical value of

about 107135, To keep differential accuracy, the time step in
MD should be much smaller than #yp, e.g., several fs or even
shorter. As a result, MD simulations have to be restricted to a
very short duration or extremely high strain rate. Therefore,
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it leads to a practical challenge when a larger system should
be examined with a lower strain rate. Another challenge en-
countered is how the strain rate effect comes from Newton
equation under potential filed in MD simulations

d’x
M—
dr
where X and ¢ denote molecular position and potential field,

respectively. Note that there is no explicit dissipation term in
the governing equation, then how the rate effect comes from.

= -Vo(X), 2)

On the other hand, comparing with full dynamics,
quasi-static mechanical processes can be regarded as the
other extreme. In this regard, we have proposed a molec-
ular statistical thermodynamics (MST) method, which is de-
signed for quasi-static analysis of molecular systems at finite
temperature [17, 18]. By representing the molecular thermal
vibrations with local harmonic approximation [19], MST
greatly releases the restriction induced by the time scales in-
volved in MD simulations. Applications of MST to several
nanomaterials have shown its advantage over MD with about
hundred times higher efficiency [18, 20, 21]. Filling the gap
between MST and MD techniques may lead to a new algo-
rithm which can handle a wide range of strain rates.

In this work, molecular simulations are carried out to
analyze molecular systems under a wide range of tensile
strain rates. Here the focus is on the microscopic mecha-
nism underlying the strain rate effect. Based on the under-
standings, alternative numerical algorithms are proposed in
order to simulate molecular systems at finite temperature and
under various strain rates efficiently. Numerical results and
efficiency of the new algorithms are discussed in details.

2 Two extremes of molecular simulations

In order to clarify the essence of rate effect at atomic level
and the foundation of the new algorithm, we firstly look at
two extremes of molecular simulations: MD and MST.

For the rate effect analysis, a one-dimensional atomic
chain is considered. As illustrated in Fig. la, the atomic
chain consists of 28 atoms, including 20 active and 4 fixed
ones at two ends. An L-J potential with parameters gy =
0.4912¢eV and ry = 0.232 76 nm is used to model the inter-
atomic interactions. The cut-off radius for the potential is
set to be 0.7 nm; and so 4 atoms are used at the fixed ends
with a length greater than the cut-off radius. The initial
length (/) of the chain is 7.033 nm with inter-atomic distance
d = 0.260 5nm. Tensile loading is performed in a velocity-
controlled way. Specifically, a velocity of v, = [£/2 is im-
posed to fixed atoms at each end, where ¢ is the nominal
strain rate applied to the chain.

In MD simulations, in order to obtain a stress-free sta-
tistical thermal equilibrium state, the initial atomic chain is
relaxed for 20 ps at 50 K. Then, an NVE ensemble is used
to the active atoms to simulate an adiabatic tensile process.
To investigate the rate effect, 20 samples are simulated with
tensile strain rates ranging from 4.28 x 10? to 1.00 x 103571,
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Fig. 1 a Configuration of atomic chain before and after fracture;
b Force-strain curves for samples under strain rates of 8.86 x 10°
and 1.13 x 10*s7!, respectively

Physical quantities of the system, for example, the total
energy, temperature and so on, are always obtained by means
of time-average in MD simulations. This is usually imple-
mented by equilibrating the system for some time (usually
several oscillation periods) after a loading step. However in
our cases, if the equilibration is a part of the loading pro-
cess, molecular motions can be significantly affected when
the strain rate is very high. So in order to extract statisti-
cal quantities, we employed a stand-alone time-average tech-
nique. Specifically, to obtain the total energy E at time ¢, the
atomic configuration X, is copied to perform the equilibra-
tion independently. Similarly, the resultant force on the left-
side fixed atoms (F) is averaged for 50 ps to characterize
the tensile response of the system. Additionally, as shown
later, it would be very hard for MD to simulate the processes
under lower rates, like 102s™!, even for such a small one
dimensional system. Thus, we have to develop some new
algorithm for the study of rate effects.

Now, we turn to the other extreme of molecular sim-
ulations: MST, which is a distinct and efficient numerical
approach designed for quasi-static analysis at finite tempera-
ture [17]. The core of MST is the particle-oscillator duality,
that is, molecules are treated as particles at their equilibrium
positions when the mechanical deformation of the molecu-
lar system is examined, while they are treated as oscillators
with various frequencies when the contribution of their ther-
mal oscillations to deformation is considered. In MST simu-
lations, equilibrium state of a given molecular system can be
obtained by minimizing its Helmholtz free energy

HID 10
kT °

N
F=cD+3kTZln (3)
i=1
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where @ is the total potential energy,  is the Boltzmann con-
stant, 7 is the reduced Plank constant and D; is the local dy-
namical matrix of molecule i. D; can be connected to the
oscillator frequencies w; in the form of

3N
_ 2
DI = [ [ (4)
i=1

Instead of fully tracing the thermal vibrating process as done
in MD, temperature effects are taken into account in MST
by evaluating the thermal vibrations with local harmonic ap-
proximation [19, 22]. The Helmholtz free energy of a system
can be evaluated by substituting w; into Eq. (3). By minimiz-
ing the free energy, we can obtain the equilibrium configu-
ration of the system, based on which thermodynamic prop-
erties can be calculated. It has been shown that MST is very
much efficient than MD (about hundred times faster) in var-
ious sample sizes [18, 20].

Now, one can see that the two extremes of molecular
simulations: MD and MST show complementary features.
MD is fully dynamic, but limited to a short loading period
(or high rate) and very much time consuming; whereas MST
is quasi-static, but with some understanding of intrinsic fea-
tures (frequency of oscillation) and more efficient than MD.
Thus, for the study of rate effect, what we can gain from
these features?

3 Coupled evolution of atomic motions and potential
landscapes

In this section, we should extract what we can learn about
the mechanisms underlying rate effect from MD and MST
simulations.

3.1 Effect of strain rate on fracture of atomic chains

We first take a look at what rate effect MD simulations
have told us in the given cases. The atomic chain breaks
into two parts near a key atom (red sphere in Fig. 1a) when
it is stretched to the strain-to-fracture (STF). The resultant
forces at the left end (F1) for samples under strain rates of
8.86 x 10° and 1.13 x 10*s~! are plotted against the tensile
strain in Fig. 1b. The STF of the sample under strain rate of
1.13 x 10*s7! is 5.46% which is smaller than 6.23% of the
sample under a higher rate (8.86 x 10°s™!). That is to say,
the strain rate can enhance the chains strength. To investigate
how STF is affected by strain rate, samples with various ini-
tial velocity distributions are simulated under various strain
rates, as shown in Fig. 2. Results show that STF increases by
28.6% from 5.46% to 7.02% as the strain rate ascends from
4.28 x 10% to 1.00 x 108 s7!. It is noteworthy that strain rate
exhibits no detectable effect on the elastic stage (from A to B
in Fig. 1b).

3.2 Coupled evolution of thermal frequency and potential
landscape

Now, we have to answer why strain rate can dramatically
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affect STF as shown in Fig.2. From MST study, we have
learnt that thermal oscillation and its variation can greatly
affect the behavior of a molecular system. Figure 3 shows
the variation of thermal oscillation frequencies and potential
landscapes of the key atom during tension. At finite tem-
perature, an atom in a lattice vibrates thermodynamically in
its local potential well (Fig. 3b). Strictly speaking, it always
vibrates in nonlinear (anharmonic) ways which significantly
depend on the configuration of its neighbouring atoms and
bonding status. In Fig. 3a, the frequencies obtained with MD
simulation and harmonic approximation are plotted against
interatomic distance d, respectively. MD results should pro-
vide real anharmonic frequencies by tracing the trajectory
of an atom in its local potential well; while the harmonic
frequencies are approximately calculated by square root of
the second derivative of the potential well at its bottom. Al-
though the harmonic frequency is just an approximation to
the real anharmonic one, it can be calculated more efficiently
and very useful for physic analysis, for instance the famous
Debye and Einstein hypothesis used for heat capacity analy-
sis.
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Fig. 2 MD results of strain-to-fracture for atomic chains under
tensile strain rates ranging from 4.28 x 107 to 1.00 x 108 s~!

As shown in Fig.3a, the atomic frequency obtained
with MD reduces nearly to zero at d = 0.305nm (point C)
at first and then increases gently. According to the frequency
spectrum, we can distinguish three modes of atomic motions
in potential wells:

(1) Mode I, as shown in Fig.3b. When d is smaller
than 0.290 nm (point B in Fig. 3a), the atom vibrates in a po-
tential well with only one bottom. The red dashed line in
Fig. 3b determined with the atomic kinetic energy indicates
the maximum height an atom can reach in a well during ther-
mal vibration. In this case, the harmonic frequencies are very
close to the real ones.

(2) Mode II sketched in Fig. 3c. When d falls between
points B and C, the potential well has split into two bot-
toms. In this mode, the atom still has enough kinetic energy
to climb over the potential barrier. It may oscillate through
either of the two bottoms. Since the second derivative of the
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potential landscape at the middle point is minus, the calcu-
lated harmonic frequencies become imaginary and therefore
non-physical.

(3) Mode III depicted in Fig.3d. The potential barrier
grows up as d increases. At point C in Fig. 3a, the barrier en-
ergy becomes the same as the atomic kinetic energy. Beyond
point C, the kinetic energy becomes too small to cross the

barrier. Consequently, the atom can only oscillate near one
of the two bottoms (also see the potential well bottom trajec-
tory in Fig.4). Which bottom the atom will be located in is
determined by its initial conditions. Dropping into either of
the two bottoms, an atom moves following a mode similar to
that of mode 1. Most importantly, transition from mode II to
III corresponds to the fracture process.
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Fig. 3 Atomic frequencies and potential landscapes vary with interatomic distance. a Frequencies (reduced by Debye frequency) calculated
by MD and harmonic approximation; b Potential well with one bottom; ¢ and d Potential well with two bottoms but different potential
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Fig. 4 Oscillation of the key atom (red line), evolution of the
atomic local potential landscape (blue line) and potential well bot-
tom (black line) during tensile process

In particular, according to the simulations, rate effect
can be traced down to a common microscopic process. Actu-
ally, atomic movement in a potential well consists of fast and
slow motions, as depicted in Fig. 4. The fast motion refers to
the thermal oscillation (closely related to temperature) with
an original intrinsic time scale of about 0.1 ps, while the slow

motion relates to deformation of lattice controlled by exter-
nal loadings. The time scale involved in slow motion is de-
pendent on loading rate, for example, about 10~* s in Hop-
kinson bar tests. Both trajectories of atomic motion and po-
tential well bottoms in the space of energy are plotted against
position in Fig. 4 to demonstrate the fast and slow motions.
As discussed above, fracture happens when the key atom
goes across the potential barrier with its oscillation trans-
forming form mode II to III. During this process, amplitude
of the fast motion determines the ability of an atom to across
a potential barrier, while the slow motion controls the gener-
ation and evolution of potential barriers. However, near the
transition point, the rate (or the intrinsic time scales) of fast
motion has substantially decreased down to become compa-
rable with that of flow motion, see potential landscape C in
Fig.4 and point C in Fig.3a. This suggests that the poten-
tial field on the right hand of Eq. (2) must be treated as a
time dependent term which is closely related to the rate of
atomic motions. Therefore, microscopically, the rate effect
is governed by the coupled evolution of atomic motions and
potential landscapes.

The coupled evolution of atomic motions and poten-
tial landscapes can be illustrated as follows. At the begin-
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ning of tension, atoms vibrate in their potential wells with
high thermal frequencies w (as shown in Fig.3a and poten-
tial well A in Fig. 4). The intrinsic time scale is the oscillation
period 25t/ w which is much smaller than L/v of the loadings
time scale. The evolution rate of a potential well is domi-
nated by the tensile loading and is rather slow compared with
that of thermal oscillations. As a result, the tensile response
shows no rate effect at this stage. With further stretching,
the atomic frequency decreases and potential well becomes
wide and gentle (as shown in Figs. 3a to 3c and potential
wells A to C in Fig.4). At a particular strain (point C in
Fig.3a), when the barrier energy of the potential landscape
equals to the atoms kinetic energy, atomic frequency tends to
zero. This indicates that an atom will oscillate very slowly,
especially can be comparable to that of the evolution of po-
tential landscapes. Consequently, the coupled atomic motion
and potential landscape would lead to a significant effect on
the mechanical properties, for example, STF.

4 Combined MST/MD simulations of strain rate effect

Based on the microscopic insight of rate effect, we could de-
velop a new molecular algorithm to more efficiently simulate
rate effect and other related mechanical behaviors.

In MD simulations with a time step of 0.01 ps, we can
trace the whole dynamic processes including thermal mo-
tions of each atom. However, it takes several days to simulate
the tensile process even for an atomic chain under strain rate
of 1.0x 10%s~! on an Intel (R) CPU E6750 core. Hence, MD
simulations would be more time-consuming for a real sam-
ple under a strain rate close to that in experiments. On the
other hand, MST method shows about hundred times higher
efficiency than that of MD, but it fails to capture dynamic in-
formation of the key atom during fracture. However, before
STF most atoms are deep in the potential wells with high fre-
quency oscillations and then the slow deformation process of
a sample can still be treated as a quasi-static one. Therefore,
we try to combine MD and MST to seek the possibility of
developing a new molecular simulation method to balance
calculation efficiency and dynamic details.

Considering: (1) strain rate can only affect the fracture
process but not the elastic stage; and (2) the key atoms fre-
quency decreases nearly to zero when the atomic chain is
close to fracture, MST and MD methods are combined in the
following simple way. Firstly, at elastic stage, the atomic
chain is stretched using MST. Then we switch simulation
from MST to MD for all atoms when the frequency of any
active atom is close to zero (in practice, a small trail fre-
quency wy is set with w? /u)zDebye = 0.1). When frequencies
of all atoms become greater than w;, MD is switched back
to MST. We call this kind of combination a global MST/MD
switching scheme because all atoms, regardless key or nor-
mal ones, are simulated using the same approach (MST or
MD) before or after switching. Results of global MST/MD
scheme are plotted in Fig. 5 and obviously, they are very sim-
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ilar to that of MD simulations. Moreover, the efficiency of
global MST/MD scheme is at least 2 times higher than that
of MD.
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of strain-to-fracture for atomic chains under different tensile strain
rates
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Normally, only a small part of atoms could be involved
into the transition of motion modes during a fracture process,
for example the key atoms in atomic chain, atoms near dis-
locations in crystals, atoms near cracks, etc. Therefore, if
we switch MST to MD only for those key atoms during frac-
ture, calculation efficiency may be further improved. This
is the idea of local MST/MD switching scheme. The effect
of strain rates on STF for this kind of simulations are also
exhibited in Fig.5 and the results are consistent with that
of MD and global MST/MD approaches. However, so far,
the efficiency of the local MST/MD scheme does not show a
prominent improvement over the global one and needs fur-
ther improvement.

As mentioned above, one goal of this work is to seek
alternative and efficient numerical approaches to simulate a
molecular system at finite temperature under realistic strain
rate and to achieve simulations in consistency with exper-
iments. The results of both global and local combined
MST/MD schemes show similar trends of strain rate effect
on fracture strain of atomic chains and well agree with that of
MD (as shown in Fig. 5). On the efficiency aspect, the global
MST/MD scheme is at least 2 times faster than pure MD
simulations. The improvement of efficiency is based on the
fact that computational consumption of MST is independent
on strain rate. On the contrary, computational consumption
of MD simulations is inversely proportional to loading strain
rates. However, the global MST/MD scheme shows only 2
times of efficiency improvement, because only half of the
whole tension process is performed using MST before frac-
ture. Most of the computational consumption is attributed
to MD simulation, still with the time step of 0.01 ps for the
whole atomic system. Nevertheless, based on these simu-
lation results, it is possible to develop a new algorithm of
molecular simulation in future, which could properly demon-
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strate the strain rate effect under the loading rates in labora-
tory tests. The designed local MST/MD scheme is such one,
which is based on the fact that key atoms in a sample are
usually localized, like dislocation in a 3D lattice which is es-
sentially a line-defect. This would help us to greatly reduce
computational consumption.

5 Discussions

As an atomic chain is stretched, three modes of atomic mo-
tions can be identified according to variations of atomic fre-
quencies and potential landscapes. In particular, its fracture
is a result of the coupled evolution of atomic motions and po-
tential landscapes, which may govern the rate effect on STE.
Especially, the fact that the intrinsic time scale of oscillation
changes with loading and becomes coupled to external time
scale is really extraordinary.

Accordingly, global and local MST/MD combination
schemes are developed to simulate molecular systems under
a wide range of strain rates. Results of the new schemes are
in good consistency with that of MD simulations and with
better efficiencies. This verifies the two new algorithms and
indicates that rate effect does result from the coupled evolu-
tion of atomic motions and potential landscapes.

A more robust local MST/MD scheme is developing
underway to efficiently handle molecular systems under re-
alistic strain rates in experiments. The current approaches
are expected to be extended to 2 and 3 dimensional systems.
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