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## HIGHLIGHTS

- The two-layer ideal fluid interface waves were studied.
- Singular perturbation theory of two-time scale expansions was developed.
- A nonlinear amplitude equation with cubic and vertically excited terms was derived.
- Different surface patterns were obtained for different excited frequencies and amplitudes.
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#### Abstract

Singular perturbation theory of two-time scale expansions was developed in inviscid fluids to investigate the motion of single interface standing wave in a two-layer liquid-filled circular cylindrical vessel, which is subjected to a vertical periodical oscillation. It is assumed that the fluid in the circular cylindrical vessel is inviscid, incompressible and the motion is irrotational, a nonlinear amplitude equation including cubic nonlinear and vertically forced terms, was derived by the method of expansion of two-time scales without taking the influence of surface tension into account. By numerical computation, it is shown that different patterns of interface standing wave can be excited for different driving frequency and amplitude. We found that the interface wave mode become more and more complex as increasing of upper to lower layer density ratio $\gamma$. The traits of the standing interface wave were proved theoretically. In addition, the dispersion relation and nonlinear amplitude equation obtained in this article can reduce to the known results for a single fluid when $\gamma=0, h_{2} \rightarrow h_{1}$.
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## 1. Introduction

The generation of standing waves at free surface of a liquid subjected to vertical oscillation has already been known since the observations of Faraday [1]. Faraday noted that the fundamental frequency of these surface standing waves equals to one half of the excitation frequency, i.e. the response was subharmonic. Rayleigh [2] also performed this experiment and confirmed the experimental observations of Faraday. Benjamin and Ursell [3] showed that the linear problem can be characterized by Mathieu's equation, which allows harmonic, subharmonic and superharmonic responses. A good overview of the nonlinear effects was given by Miles and Henderson [4].
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Fig. 1. Physical model of the liquid-filled circular cylindrical vessel, which is subject to a vertical oscillation.
The free surface can be destabilized only in the tongue-like zones in the plane of the forcing amplitude and the selected wave number. The tongues correspond alternately to subharmonic and harmonic responses. For ideal liquids, the lowest points of all these tongues occur for vanishing forcing amplitude $a$. Therefore, both kinds of responses are possible at the onset.

This classical Faraday wave problem has recently arisen again in two rather different ways. One of these is concerned with the instability [5-11] and chaotic behaviors in the container with a closed basin [12-17]. The other relates to solitary standing waves observed in a long narrow channel $[18,19]$. More recently, Feng et al. [20] considered surface wave motions in a container with a nearly square base subjected to a vertical oscillation.

Faraday resonance continues to attract the attention of numerous researchers, due in parts to the significance of vertically oscillating flows and to the convenient framework it provides for studies of stability and damping. An example of the former is provided by Foda et al. [21], who studied the Faraday resonance of thin viscoelastic layers. This mechanism was offered as an explanation of the short-scale variability of amplification factors observed in the seismic records of many earthquakes. Kumar [22] also studied the Faraday resonance of waves in viscoelastic fluids, and noted its potential application as a tool for measurement of rheological properties. Of particular interest is the difference in behavior between viscoelastic and Newtonian fluids.

In addition to being ideally suited for experimental studies, the simplicity of the Faraday instability has allowed exploration with several different analytic techniques. For example, straightforward multiple-scales analyses are frequently used in conjunction with solvability conditions in order to obtain an amplitude evolution equation. Miles [23] computed the Lagrangian of the system and then used Hamilton's principle to derive the evolution equation. In addition, Miles [24] discussed a rather compact approach that relied upon specification of the surface-wave "impedance" in order to obtain the threshold forcing required for growth.

Interfacial waves travel along the interface between two fluids with different densities. They can be often observed in subsurface layers of the ocean since the upper subsurface layer is warmer over much of the ocean [25]. They are random and can be excited by many kinds of disturbances from the surface, bottom and interior of a stratified ocean, such as wind stress, the flow over uneven bottoms, the moving body at the surface or under water and the deformations of the seafloor. Over the past decades there have been considerable studies aimed at understanding the generation and the behavior of the surface waves, especially for tsunamis generated by a vertical movement of the ocean floor [26-29]. However, the generation of the internal waves caused by the ocean floor deformations is seldom studied. Due to the similarities between the surface wave and the interfacial wave, it is natural to apply the methods developed for surface waves to the study of interfacial waves as reviewed by Umeyama [30,31]. Using a transform method (Laplace for time and Fourier for space), Song [32] studied the internal and surface waves generated by the deformations of the solid bed in a two layer fluid system of infinite lateral extent. By the method of numerical projection, Louis et al. [33] studied the instability of Faraday wave in the container with irregular bottom. The purpose of this paper is to investigate the Faraday interfacial wave in a circular cylindrical container and to study the dependence of wave patterns on related parameters.

## 2. Formula deriving and analytical solution

### 2.1. Governing equations and boundary conditions

We consider interfacial waves excited by the vertical motion of a circular cylindrical basin filled with inviscid fluid, as shown in Fig. 1. We take cylindrical coordinate system $(r, \theta, z)$ moving with the vessel, such that the equation of the undisturbed interface is $z=0$, the base of the vessel is located at $z=-h_{2}<0$, and top of the vessel is located at $z=h_{1}>0$, where $h=h_{1}+h_{2}$ denotes the depth of fluid. If the container is now subjected to a vertical periodic oscillations with the displacement of $z_{0}=A \cos \left(2 \omega_{0} t\right)$, where $A$ and $2 \omega_{0}$ are the amplitude and angular frequency of the external forcing, then
the fluid moves relatively to the vessel as if it moves at a gravitational acceleration ( $g-\ddot{z}_{0}$ ) in a stationary vessel, $\ddot{z}_{0}$ is the derivative of second order with respect to time $t$. We can study parametrically excited interface waves within this model. It is assumed that the fluid is incompressible and the motion is irrotational, there must exist velocity potential functions $\phi_{j}(r, \theta, z, t)(j=1,2$ means upper and lower layer fluids, respectively) corresponding to the motions of the upper and the lower fluids, which obey the Laplace equations

$$
\begin{array}{ll}
\frac{\partial^{2} \phi_{1}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{1}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{1}}{\partial \theta^{2}}+\frac{\partial^{2} \phi_{1}}{\partial z^{2}}=0, \quad 0<r<R, \eta(r, \theta, t) \leq z \leq h_{1} \\
\frac{\partial^{2} \phi_{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{2}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{2}}{\partial \theta^{2}}+\frac{\partial^{2} \phi_{2}}{\partial z^{2}}=0, \quad 0<r<R,-h_{2} \leq z \leq \eta(r, \theta, t) \tag{2}
\end{array}
$$

From the Bernoulli equations in each fluid, matching pressures at the interface, we have the following dynamic boundary condition

$$
\begin{align*}
\rho_{1} & \left\{\frac{\partial \phi_{1}}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial \phi_{1}}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left(\frac{\partial \phi_{1}}{\partial \theta}\right)^{2}+\left(\frac{\partial \phi_{1}}{\partial z}\right)^{2}\right]+\left(g-\ddot{z}_{0}\right) \eta\right\} \\
& =\rho_{2}\left\{\frac{\partial \phi_{2}}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial \phi_{2}}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left(\frac{\partial \phi_{2}}{\partial \theta}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial z}\right)^{2}\right]+\left(g-\ddot{z}_{0}\right) \eta\right\}, \quad z=\eta(r, \theta, t) . \tag{3}
\end{align*}
$$

The kinetic boundary conditions at the interface are

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}+\frac{1}{r^{2}} \frac{\partial \phi_{j}}{\partial \theta} \frac{\partial \eta}{\partial \theta}+\frac{\partial \phi_{j}}{\partial r} \frac{\partial \eta}{\partial r}-\frac{\partial \phi_{j}}{\partial z}=0, \quad z=\eta(r, \theta, t) \tag{4}
\end{equation*}
$$

where $\eta(r, \theta, t)$ is the interface elevation, $R$ is the internal radius of the container, $\rho_{j}$ denotes the density of the fluid for layer I and layer II, respectively. In addition, since the influence of viscosity is ignored, the boundary conditions at the side walls, top and bottom of the vessel are

$$
\begin{array}{ll}
\frac{\partial \phi_{j}}{\partial r}=0, & r=R \\
\frac{\partial \phi_{j}}{\partial z}=0, & z=(-1)^{j+1} h_{j} \tag{6}
\end{array}
$$

due to zero normal velocity for rigid container. Taking the fluid depth $h$ as the length scale, we introduce the following dimensionless groups

$$
\begin{array}{ll}
z^{*}=z / h, \quad r^{*}=r / h, \quad R^{*}=R / h, \quad h_{j}^{*}=h_{j} / h, \quad A^{*}=A / h, \quad \eta^{*}=\eta / h, \\
t^{*}=t \sqrt{g / h}, \quad \phi_{j}^{*}=\phi_{j} /(h \sqrt{g h}), \quad \omega_{0}^{*}=\omega_{0} \sqrt{h / g}, \quad \gamma=\rho_{1} / \rho_{2}, \quad \varepsilon^{2}=4 A \omega_{0}^{2} / g, \tag{7}
\end{array}
$$

where $\gamma$ denotes the density ratio of upper to lower layer, the parameter $\varepsilon$ means the acceleration due to the vertical oscillation relative to gravity and is assumed to be much less than unit. The asterisks denote dimensionless quantities and are subsequently dropped. Substituting (7) into (1)-(6), then expanding (3) and (4) into Taylor series at $z=0$ by neglecting of the term $o\left(\varepsilon^{4}\right)$, nondimensional governing equations and corresponding interfacial conditions can be written as

$$
\begin{align*}
& \frac{\partial^{2} \phi_{1}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{1}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{1}}{\partial \theta^{2}}+\frac{\partial^{2} \phi_{1}}{\partial z^{2}}=0, \quad 0<r<R, 0<z<h_{1},  \tag{8}\\
& \frac{\partial^{2} \phi_{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi_{2}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{2}}{\partial \theta^{2}}+\frac{\partial^{2} \phi_{2}}{\partial z^{2}}=0, \quad 0<r<R,-h_{2}<z<0,  \tag{9}\\
& \frac{\partial \eta}{\partial t}-\frac{\partial \phi_{j}}{\partial z}+\frac{\partial \phi_{j}}{\partial r} \frac{\partial \eta}{\partial r}+\frac{1}{r^{2}} \frac{\partial \phi_{j}}{\partial \theta} \frac{\partial \eta}{\partial \theta}-\frac{\partial^{2} \phi_{j}}{\partial z^{2}} \eta+\frac{\partial^{2} \phi_{j}}{\partial r \partial z} \eta \frac{\partial \eta}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \phi_{j}}{\partial \theta \partial z} \eta \frac{\partial \eta}{\partial \theta}-\frac{1}{2} \frac{\partial^{3} \phi_{j}}{\partial z^{3}} \eta^{2}=0, \quad z=0,  \tag{10}\\
& \frac{\partial \phi_{2}}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial \phi_{2}}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left(\frac{\partial \phi_{2}}{\partial \theta}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial z}\right)^{2}\right]+\left[1+f \cos \left(2 \omega_{0} t\right)\right] \eta+\frac{\partial^{2} \phi_{2}}{\partial t \partial z} \eta \\
& +\left(\frac{\partial \phi_{2}}{\partial r} \frac{\partial^{2} \phi_{2}}{\partial r \partial z}+\frac{1}{r^{2}} \frac{\partial \phi_{2}}{\partial \theta} \frac{\partial^{2} \phi_{2}}{\partial \theta \partial z}+\frac{\partial \phi_{2}}{\partial z} \frac{\partial^{2} \phi_{2}}{\partial z^{2}}\right) \eta+\frac{1}{2} \frac{\partial^{3} \phi_{2}}{\partial t \partial z^{2}} \eta^{2} \\
& =\gamma\left\{\frac{\partial \phi_{1}}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial \phi_{1}}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left(\frac{\partial \phi_{1}}{\partial \theta}\right)^{2}+\left(\frac{\partial \phi_{1}}{\partial z}\right)^{2}\right]+\left[1+f \cos \left(2 \omega_{0} t\right)\right] \eta+\frac{\partial^{2} \phi_{1}}{\partial t \partial z} \eta\right. \\
& \left.+\left(\frac{\partial \phi_{1}}{\partial r} \frac{\partial^{2} \phi_{1}}{\partial r \partial z}+\frac{1}{r^{2}} \frac{\partial \phi_{1}}{\partial \theta} \frac{\partial^{2} \phi_{1}}{\partial \theta \partial z}+\frac{\partial \phi_{1}}{\partial z} \frac{\partial^{2} \phi_{1}}{\partial z^{2}}\right) \eta+\frac{1}{2} \frac{\partial^{3} \phi_{1}}{\partial t \partial z^{2}} \eta^{2}\right\}, \quad z=0, \tag{11}
\end{align*}
$$

where $f=4 A \omega_{0}^{2}$ is second order small quantity of $\varepsilon$, namely, $f=\varepsilon^{2} f_{0}$. In addition, the boundary conditions of $\phi_{j}$ at the side walls, top and bottom of the vessel are the same as (5) and (6).

### 2.2. The solution of the problem and derivation of amplitude equation

In order to use the method of two-time scale perturbation expansion, we introduce a slowly varying time variable $\tau$ defined by $\tau=\varepsilon^{2} t$. Then we have

$$
\begin{equation*}
\partial / \partial t=\partial / \partial t+\varepsilon^{2} \partial / \partial \tau+\cdots \tag{12}
\end{equation*}
$$

here $\partial / \partial t$ denotes the derivative about time $t$.
The complexity of this problem is that the interfacial elevation is unknown, and must be solved together with velocity potential. We expand the velocity potentials $\phi_{j}(r, \theta, z, t)$ and interfacial elevation $\eta(r, \theta, t)$ in form of power series

$$
\begin{align*}
& \phi_{j}(r, \theta, z, t, \tau)=\varepsilon \phi_{j}^{(1)}+\varepsilon^{2} \phi_{j}^{(2)}+\varepsilon^{3} \phi_{j}^{(3)}+\cdots,  \tag{13a}\\
& \eta(r, \theta, t, \tau)=\varepsilon \eta_{1}+\varepsilon^{2} \eta_{2}+\varepsilon^{3} \eta_{3}+\cdots \tag{13b}
\end{align*}
$$

Inserting (12) and (13) into nondimensional equations (8)-(11), we can give each order approximation by comparing the coefficients of the small parameter $\varepsilon^{i}$ at the two sides.

### 2.2.1. The solutions of the first-order approximation equations

Eliminate $\eta_{1}$ through combining the first order approximate equations (10)-(11), we have

$$
\begin{equation*}
\frac{\partial \phi_{2}^{(1)}}{\partial z}+\frac{\partial^{2} \phi_{2}^{(1)}}{\partial t^{2}}=\gamma\left(\frac{\partial \phi_{1}^{(1)}}{\partial z}+\frac{\partial^{2} \phi_{1}^{(1)}}{\partial t^{2}}\right), \quad z=0 \tag{14}
\end{equation*}
$$

Assuming that the solution is symmetric in circumferential direction, one of the solution of $\phi_{j}^{(1)}$ has the form of $\phi_{j}^{(1)}=$ $\Phi_{j}^{(1)}(r, z, \tau) e^{i \Omega t} \cos (m \theta)+C . C$. , here C.C. is a complex conjugate, $i$ is the unit of imaginary number. Substituting $\phi_{j}^{(1)}$ into first order approximation equations (8)-(9) and (14), we find $\Phi_{j}^{(1)}(r, z, \tau)$ satisfies the following governing equations and interfacial condition

$$
\begin{align*}
& \frac{\partial^{2} \Phi_{1}^{(1)}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \Phi_{1}^{(1)}}{\partial r}-\frac{m^{2}}{r^{2}} \Phi_{1}^{(1)}+\frac{\partial^{2} \Phi_{1}^{(1)}}{\partial z^{2}}=0, \quad 0<r<R, 0<z<h_{1},  \tag{15}\\
& \frac{\partial^{2} \Phi_{2}^{(1)}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \Phi_{2}^{(1)}}{\partial r}-\frac{m^{2}}{r^{2}} \Phi_{2}^{(1)}+\frac{\partial^{2} \Phi_{2}^{(1)}}{\partial z^{2}}=0, \quad 0<r<R,-h_{2}<z<0,  \tag{16}\\
& \frac{\partial \Phi_{2}^{(1)}}{\partial z}-\Omega^{2} \Phi_{2}^{(1)}=\gamma\left[\frac{\partial \Phi_{1}^{(1)}}{\partial z}-\Omega^{2} \Phi_{1}^{(1)}\right], \quad z=0 . \tag{17}
\end{align*}
$$

Additionally, the boundary conditions of $\Phi_{j}^{(1)}$ at the side walls, top and bottom of the vessel are the same as (5) and (6). Using separation of variables method, assuming $\Phi_{1}^{(1)}=A(\tau) R_{1}(r) Z_{1}(z), \Phi_{2}^{(1)}=B(\tau) R_{2}(r) Z_{2}(z)$, inserting $\Phi_{1}^{(1)}$, $\Phi_{2}^{(1)}$ into Eqs. (15)-(17), we have

$$
\begin{align*}
& \phi_{1}^{(1)}=J_{m}(\lambda r) \cosh \left[\lambda\left(z-h_{1}\right)\right]\left[A(\tau) e^{i \Omega t}+\bar{A}(\tau) e^{-i \Omega t}\right] \cos (m \theta),  \tag{18}\\
& \phi_{2}^{(1)}=J_{m}(\lambda r) \cosh \left[\lambda\left(z+h_{2}\right)\right]\left[B(\tau) e^{i \Omega t}+\bar{B}(\tau) e^{-i \Omega t}\right] \cos (m \theta) \tag{19}
\end{align*}
$$

In addition, we suppose that the $\eta_{1}$ can be expressed as

$$
\begin{equation*}
\eta_{1}=J_{m}(\lambda r)\left[C(\tau) e^{i \Omega t}+\bar{C}(\tau) e^{-i \Omega t}\right] \cos (m \theta) \tag{20}
\end{equation*}
$$

here $\lambda=\lambda_{m n}$ is the $n$th positive real root of $d J_{m}\left(\lambda_{m n} r\right) /\left.d r\right|_{r=R}=0, J_{m}(r)$ is the $m$ th order Bessel function of first kind, $A(\tau)$, $B(\tau), C(\tau)$ are called the slowly variable complex amplitudes and $\bar{A}(\tau), \bar{B}(\tau), \bar{C}(\tau)$ are their complex conjugates, $\Omega$ is the natural frequency of the interface wave. From the first order approximate interfacial condition (10) we found

$$
\begin{equation*}
B(\tau)=-\frac{\sinh \left(\lambda h_{1}\right)}{\sinh \left(\lambda h_{2}\right)} A(\tau), \quad C(\tau)=\frac{i \lambda}{\Omega} \sinh \left(\lambda h_{1}\right) A(\tau) . \tag{21}
\end{equation*}
$$

Substituting (18)-(20) into the first order approximate problem, we have

$$
\begin{equation*}
M X=0 \tag{22}
\end{equation*}
$$

where $M=\left(\begin{array}{ccc}\lambda \sinh \left(\lambda h_{1}\right) & 0 & i \Omega \\ 0 & -\lambda \sinh \left(\lambda h_{2}\right) & i \Omega \\ i \Omega \gamma \cosh \left(\lambda h_{1}\right) & -i \Omega \cosh \left(\lambda h_{2}\right) & \gamma-1\end{array}\right), X=(A, B, C)^{T}$.

The dispersion relation can be obtained by setting $\operatorname{det}(M)=0$, namely

$$
\begin{equation*}
\Omega^{*}\left(\theta_{1}+\gamma \theta_{2}\right)+(\gamma-1) \theta_{1} \theta_{2}=0, \tag{23}
\end{equation*}
$$

where $\theta_{j}=\tanh \left(\lambda h_{j}\right), \Omega^{*}=\Omega^{2} / \lambda$. When $\gamma=0, h_{2} \rightarrow h_{1}$, the dispersion relation reduces to the known result of single layer fluid [6].

### 2.2.2. The solutions of the second-order approximation equations

Eliminating $\eta_{2}$ by combining the second order approximate equations (10)-(11), substituting (18)-(20) into the secondorder problems, and then using (21), the interface conditions which only contain velocity potentials $\phi_{j}^{(2)}(r, \theta, z, t)$ can be written as

$$
\begin{align*}
& \frac{\partial^{2} \phi_{2}^{(2)}}{\partial t^{2}}+\frac{\partial \phi_{2}^{(2)}}{\partial z}-\gamma\left(\frac{\partial^{2} \phi_{1}^{(2)}}{\partial t^{2}}+\frac{\partial \phi_{1}^{(2)}}{\partial z}\right)=\left\{\left[W_{1}(r)+W_{2}(r) \cos (2 m \theta)\right]-\gamma\left[W_{3}(r)+W_{4}(r) \cos (2 m \theta)\right]\right\} \\
& \times\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right], \quad z=0,  \tag{24}\\
& \frac{\partial \phi_{2}^{(2)}}{\partial z}-\frac{\partial \phi_{1}^{(2)}}{\partial z}=\left[W_{5}(r)+W_{6}(r) \cos (2 m \theta)\right]\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right], \quad z=0 . \tag{25}
\end{align*}
$$

The expressions of $W_{1}(r)$ to $W_{6}(r)$ can be found in Appendix A.
From the right hand sides of Eqs. (24) and (25), we can express the second order velocity potentials $\phi_{j}^{(2)}$ in the following form

$$
\begin{equation*}
\phi_{j}^{(2)}=P_{j, m}(r, z) \cos (2 m \theta)\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right], \tag{26}
\end{equation*}
$$

where $P_{j, m}(r, z)$ is the function of variables $r$ and $z$. Inserting (26) into the second order problem (8)-(9), and (24)-(25), we find $P_{j, m}(r, z)$ satisfies the following governing equation and interfacial conditions

$$
\begin{align*}
& \frac{\partial^{2} P_{1}}{\partial r^{2}}+\frac{1}{r} \frac{\partial P_{1}}{\partial r}-\frac{4 m^{2}}{r^{2}} P_{1}+\frac{\partial^{2} P_{1}}{\partial z^{2}}=0, \quad 0<r<R, 0<z<h_{1}  \tag{27}\\
& \frac{\partial^{2} P_{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial P_{2}}{\partial r}-\frac{4 m^{2}}{r^{2}} P_{2}+\frac{\partial^{2} P_{2}}{\partial z^{2}}=0, \quad 0<r<R, \quad-h_{2}<z<0  \tag{28}\\
& \left(\frac{\partial P_{2}}{\partial z}-\frac{\partial P_{1}}{\partial z}\right) \cos (2 m \theta)=W_{5}(r)+W_{6}(r) \cos (2 m \theta), \quad z=0  \tag{29}\\
& {\left[\left(\frac{\partial P_{2}}{\partial z}-4 \Omega^{2} P_{2}\right)-\gamma\left(\frac{\partial P_{1}}{\partial z}-4 \Omega^{2} P_{1}\right)\right] \cos (2 m \theta)=\left[W_{1}(r)+W_{2}(r) \cos (2 m \theta)\right]} \\
& \quad-\gamma\left[W_{3}(r)+W_{4}(r) \cos (2 m \theta)\right], \quad z=0 \tag{30}
\end{align*}
$$

In addition, the boundary conditions of $P_{j}$ at the side walls, top and bottom of the vessel are the same as (5) and (6). From (27) and (28), we suppose that $P_{j, m}(r, z)$ satisfies the following Bessel function expansion

$$
\begin{align*}
& P_{1, m}(r, z)=\sum_{k=1}^{\infty} d_{k} \cosh \left[\lambda_{(2 m) k}\left(z-h_{1}\right)\right] J_{2 m}\left(\lambda_{(2 m) k} r\right),  \tag{31}\\
& P_{2, m}(r, z)=\sum_{k=1}^{\infty} e_{k} \cosh \left[\lambda_{(2 m) k}\left(z+h_{2}\right)\right] J_{2 m}\left(\lambda_{(2 m) k} r\right), \tag{32}
\end{align*}
$$

where $\lambda_{(2 m) k}$ denotes the $k$ th root of the derivative of $2 m$ th order first kind Bessel function, which satisfies the boundary condition $d J_{2 m}\left(\lambda_{(2 m) k} r\right) /\left.d r\right|_{r=R}=0$. The detailed process of determining $P_{j, m}(r, z)$ can be found in Appendix B. On substituting $\phi_{j}^{(2)}$ into second order dynamic equation at interface, we can obtain the evolution equation for the second order interfacial displacement $\eta_{2}$. For convenience, $\phi_{j}^{(2)}$ and $\eta_{2}$ can be finally expressed as

$$
\begin{align*}
& \phi_{1}^{(2)}=\left[X_{1}(r, z)+X_{2}(r, z) \cos (2 m \theta)\right]\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right],  \tag{33}\\
& \phi_{2}^{(2)}=\left[Y_{1}(r, z)+Y_{2}(r, z) \cos (2 m \theta)\right]\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right],  \tag{34}\\
& \eta_{2}=\left[Z_{1}(r)+Z_{2}(r) \cos (2 m \theta)\right]\left[A^{2}(\tau) e^{2 i \Omega t}+\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right]+2|A(\tau)|^{2}\left[S_{1}(r)+S_{2}(r) \cos (2 m \theta)\right], \tag{35}
\end{align*}
$$

where the expressions of $X_{j}(r, z), Y_{j}(r, z), Z_{j}(r)$ and $S_{j}(r)$ can be found in Appendix C .

So far, we have obtained analytical solutions of the second order velocity potential and interfacial displacement. However, the slowly varying amplitude $A(\tau)$ contained in the solution still cannot be determined. Therefore, it needs to further discuss the third-order problem, and deduce the nonlinear amplitude equation using compatibility condition which must be satisfied by the first-order and the third-order solutions.

### 2.2.3. Compatibility condition and the derivation of the amplitude equation

Assuming the interfacial wave response is subharmonic, and the interfacial wave frequency is approximately equal to one half of the vertical external forcing frequency, we let

$$
\begin{equation*}
\omega_{0}-\Omega=\varepsilon^{2} \sigma \tag{36}
\end{equation*}
$$

where $\sigma$ is a constant represents the difference between the interface wave frequency and one half of the drive frequency.
Substituting the first-order solutions (18)-(20) and the second-order solutions (33)-(35) into the third-order problem, we can obtain the third order solution term including factors $\cos (m \theta) \exp (i \Omega t)$ or $\cos (m \theta) \exp (-i \Omega t)$ from interfacial conditions $\frac{\partial \phi_{2}^{(3)}}{\partial z}-\frac{\partial \phi_{1}^{(3)}}{\partial z}$ and $\frac{\partial^{2} \phi_{2}^{(3)}}{\partial t^{2}}+\frac{\partial \phi_{2}^{(3)}}{\partial z}-\gamma\left[\frac{\partial^{2} \phi_{1}^{(3)}}{\partial t^{2}}+\frac{\partial \phi_{1}^{(3)}}{\partial z}\right]$. Assuming the special solution containing factors $\cos (m \theta) \exp (i \Omega t)$ or $\cos (m \theta) \exp (-i \Omega t)$ in the third order problem has the form of $\psi_{j}^{(3)}(r, z) \cos (m \theta) \exp (i \Omega t)$ or $\psi_{j}^{(3)}(r, z) \cos (m \theta) \exp (-i \Omega t)$, after complex computation, the $\psi_{j}^{(3)}(r, z)$ satisfies the following equations

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}^{(3)}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \psi_{1}^{(3)}}{\partial r}-\frac{m^{2}}{r^{2}} \psi_{1}^{(3)}+\frac{\partial^{2} \psi_{1}^{(3)}}{\partial z^{2}}=0, \quad 0<r<R, 0<z<h_{1}  \tag{37}\\
& \frac{\partial^{2} \psi_{2}^{(3)}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \psi_{2}^{(3)}}{\partial r}-\frac{m^{2}}{r^{2}} \psi_{2}^{(3)}+\frac{\partial^{2} \psi_{2}^{(3)}}{\partial z^{2}}=0, \quad 0<r<R, \quad-h_{2}<z<0 \tag{38}
\end{align*}
$$

and interfacial conditions

$$
\begin{align*}
& \frac{\partial \psi_{2}^{(3)}}{\partial z}-\Omega^{2} \psi_{2}^{(3)}-\gamma\left[\frac{\partial \psi_{1}^{(3)}}{\partial z}-\Omega^{2} \psi_{1}^{(3)}\right]=E_{1}(r)-\gamma E_{2}(r), \quad z=0  \tag{39}\\
& \frac{\partial \psi_{2}^{(3)}}{\partial z}-\frac{\partial \psi_{1}^{(3)}}{\partial z}=E_{3}(r), \quad z=0 \tag{40}
\end{align*}
$$

where $E_{k}(r)(k=1,2,3)$ represents the coefficient containing $\cos (m \theta) \exp (i \Omega t)$ or $\cos (m \theta) \exp (-i \Omega t)$. Additionally, the boundary conditions of $\Psi_{j}^{(3)}$ at the side walls, top and bottom of the vessel are the same as (5) and (6). $E_{1}(r)-\gamma E_{2}(r)$ can be expressed as

$$
\begin{equation*}
\left[G_{1}(r)-\gamma G_{4}(r)\right] A^{2}(\tau) \bar{A}(\tau)+\left[G_{2}(r)-\gamma G_{5}(r)\right] \frac{d A(\tau)}{d \tau}+\left[G_{3}(r)-\gamma G_{3}(r)\right] f_{0} e^{2 i \sigma \tau} \bar{A}(\tau) \tag{41a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[G_{1}(r)-\gamma G_{4}(r)\right] A(\tau) \bar{A}^{2}(\tau)-\left[G_{2}(r)-\gamma G_{5}(r)\right] \frac{d \bar{A}(\tau)}{d \tau}+\left[G_{3}(r)-\gamma G_{3}(r)\right] f_{0} e^{2 i \sigma \tau} A(\tau) \tag{41b}
\end{equation*}
$$

and $E_{3}(r)$ is

$$
\begin{equation*}
G_{7}(r) A^{2}(\tau) \bar{A}(\tau) \tag{41c}
\end{equation*}
$$

or

$$
\begin{equation*}
G_{7}(r) A(\tau) \bar{A}^{2}(\tau) \tag{41d}
\end{equation*}
$$

where the expressions of $G_{1}(r)$ to $G_{7}(r)$ can be found in Appendix D .
Eq. (37) multiplied by $\Phi_{1}^{(1)}$ subtracts Eq. (15) multiplied by $\Phi_{1}^{(3)}$, and Eq. (38) multiplied by $\Phi_{2}^{(1)}$ subtracts Eq. (16) multiplied by $\Phi_{2}^{(3)}$, then integrating these two equations in the region filled of fluid and using the interfacial conditions (17) and (39)-(40), the third-order problem satisfies the following compatibility condition

$$
\begin{equation*}
\int_{0}^{R}\left\{\left[E_{1}(r)-\gamma E_{2}(r)\right]\left(\frac{\theta_{1}}{\theta_{2}}+\gamma\right)-\gamma E_{3}(r)\left(\frac{\theta_{1}}{\theta_{2}}+1\right)\right\} J_{m}(\lambda r) r d r=0 \tag{42}
\end{equation*}
$$

The nonlinear amplitude equation (42) can be simplified to

$$
\begin{equation*}
i \frac{d A(\tau)}{d \tau}=\frac{\alpha}{\beta} A^{2}(\tau) \bar{A}(\tau)+\frac{\Gamma}{\beta} e^{2 i \sigma \tau} \bar{A}(\tau) \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\int_{0}^{R} J_{m}(\lambda r) D_{1}(r) r d r, \quad \beta=\int_{0}^{R} J_{m}(\lambda r) D_{2}(r) r d r, \quad \Gamma=\int_{0}^{R} J_{m}(\lambda r) D_{3}(r) r d r, \tag{44}
\end{equation*}
$$

and

$$
\begin{align*}
& D_{1}(r)=\left(G_{1}(r)-\gamma G_{4}(r)\right)\left(\frac{\theta_{1}}{\theta_{2}}+\gamma\right)-\gamma G_{7}(r)\left(\frac{\theta_{1}}{\theta_{2}}+1\right),  \tag{45a}\\
& D_{2}(r)=\left(\gamma G_{5}(r)-G_{2}(r)\right)\left(\frac{\theta_{1}}{\theta_{2}}+\gamma\right)  \tag{45b}\\
& D_{3}(r)=\left(G_{3}(r)-\gamma G_{6}(r)\right)\left(\frac{\theta_{1}}{\theta_{2}}+\gamma\right) f_{0} . \tag{45c}
\end{align*}
$$

When $\gamma=0, h_{2} \rightarrow h_{1}$, the nonlinear amplitude equation (43) reduces to the same result as that of single layer fluid [6], in which interface waves changes with slowly varying time $\tau$. Separating the real and imaginary parts of the unknown function and the coefficients of the amplitude equation (43), one gives the following nonlinear ordinary differential equation groups

$$
\begin{align*}
& \frac{d p_{1}(\tau)}{d \tau}=M_{1} p_{2}(\tau)\left[p_{1}^{2}(\tau)+p_{2}^{2}(\tau)\right]+M_{2}\left[p_{1}(\tau) \sin (2 \sigma \tau)-p_{2}(\tau) \cos (2 \sigma \tau)\right]  \tag{46}\\
& \frac{d p_{2}(\tau)}{d \tau}=-M_{1} p_{1}(\tau)\left[p_{1}^{2}(\tau)+p_{2}^{2}(\tau)\right]-M_{2}\left[p_{1}(\tau) \cos (2 \sigma \tau)+p_{2}(\tau) \sin (2 \sigma \tau)\right] \tag{47}
\end{align*}
$$

where

$$
\begin{align*}
M_{1} & =\frac{\int_{0}^{R} J_{m}(\lambda r) D_{1}(r) r d r}{\Omega\left(\frac{\theta_{1}}{\theta_{2}}+\gamma\right) \sinh \lambda h_{1}\left[\gamma\left(\frac{\lambda}{\Omega^{2}}-\frac{1}{\theta_{1}}\right)-\left(\frac{\lambda}{\Omega^{2}}+\frac{1}{\theta_{2}}\right)\right] \int_{0}^{R} J_{m}^{2}(\lambda r) r d r}  \tag{48a}\\
M_{2} & =\frac{\lambda(\gamma-1)\left(\frac{1}{2}+\frac{\varepsilon^{2} \sigma}{\Omega}\right) f_{0}}{\Omega\left[\gamma\left(\frac{\lambda}{\Omega^{2}}-\frac{1}{\theta_{1}}\right)-\left(\frac{\lambda}{\Omega^{2}}+\frac{1}{\theta_{2}}\right)\right]} \tag{48b}
\end{align*}
$$

The solutions of $p_{1}(\tau)$ and $p_{2}(\tau)$ of amplitude equations (46)-(47) can be computed numerically by fourth order RungeKutta approach if the appropriate initial conditions are prescribed. Finally, substituting them into the expression of the firstorder and second-order velocity potential and interface displacement, we can obtain the solutions of the original equations (1)-(6). In the followings, we will give some results of numerical calculation.

## 3. Results and discussions

As we know, the small parameter $\varepsilon$ is related to forced frequency and amplitude. Thus the forced amplitude must small enough to ensure the validity of small parameter $\varepsilon$ in present theory when the forced frequency is given. In order to comparing the results of single layer fluid [7], the contours of the interface displacements and corresponding three dimensional interface figures determined by (13b) for different density ratio $\gamma$ are plotted in Fig. 2 when the forced frequency is 29.1 Hz and the forced amplitude is $11.4 \mu \mathrm{~m}$. In Fig. 2 and following related figures, the solid (dashed) lines of the contours represent the position of interface, which is above (blow) the equilibrium interface. In the parametrical couple of ( $m, n$ ), $m$ stands for the number of the wave-crests in circumferential direction and $n$ is the number of the zero points in radical direction. From Fig. 2 we can easily find that with increasing density ratios, the interface wave patterns become more and more complex due to an increasing wave number from dispersion relation (23).

Fig. 3 illustrates the ( 9,6 ) mode evolution of the interface wave displacement (13b) with non-dimensional variable $r$ $(\theta=4 \pi / 3)$ and spatial coordinate $\theta(r=0.5)$ at different time. It can be seen from Fig. 3 that the positions of nodes are constant and only the amplitude changes up and down, which explains the property of the standing interface wave.

The three-dimensional interface displacement of $(9,6)$ mode at different time can be seen in Fig. 4. When $t=0.09 \mathrm{~s}$ in Fig. 4(a), the displacement of interface wave in the point of $S$ obtains its positive maximum, where the point $S$ denotes the interface wave in this specific position at this time. As showed in Fig. 4(b), the displacement of location $S$ decreases with the development of time. It can be seen from in Fig. 4(c) that the displacement of the interface wave in $S$ location changes from above equilibrium to below it and the displacement becomes negative in next time $t=0.5399 \mathrm{~s}$. Fig. 4(d) shows that the displacement in $S$ location becomes the negative maximum with the evolution of time. Besides, the displacement of $S$ will decrease and then obtain its positive maximum with the development of time. The trait of standing interface wave is proved theoretically.

It is necessary to point out that the location $S$ is only a typical interface wave location, and other displaces still have the same characters as the point $S$. For interface wave, moreover, $(9,6)$ mode is a special case, and by the same approach, we can study other modes of the interface waves.


Fig. 2. Contours (right) and three-dimensional modes (left) of the interface wave at different density ratio $\gamma$ (depth of fluid $h_{1}=h_{2}=5 \mathrm{~mm}$, radius of vessel is $R=7.5 \mathrm{~cm}$, forcing amplitude $A=11.4 \mu \mathrm{~m}$, forced frequencies $f=29.1 \mathrm{~Hz}$ ) (a) $\gamma=0.0,(5,1)$ mode; (b) $\gamma=0.3$, ( 2,3 ) mode; (c) $\gamma=0.8$, ( 6,3 ) mode; (d) $\gamma=0.9,(13,6)$ mode.

As shown in Fig. 5(a) and (c), the interface wave modes of $(3,2)$ and $(13,6)$ oscillate at first. With the evolution of the time, a stable periodical solution can be formed. Similarly, Fig. 5(b) and (d) indicate that the interface wave tends to a stable forced oscillation with the evolution of time.


Fig. 3. Spatial evolution of interface wave displacement of $(9,6)$ mode with radius $r$ and azimuth $\theta$ at different time (density of fluid $\rho_{1}=415.667 \mathrm{~kg} \mathrm{~m}{ }^{3}$, $\rho_{2}=519.933 \mathrm{~kg} \mathrm{~m}^{-3}$, radius of the vessel $R=7.5 \mathrm{~cm}$, forced frequency $f=20.9 \mathrm{~Hz}$, forced amplitude $A=11.4 \mu \mathrm{~m}$ ) (a) Interfacial variations with radius $r\left(\theta=4 \pi / 3, h_{1}=5 \mathrm{~mm}, h_{2}=7 \mathrm{~mm}\right)$; (b) Interfacial variations with azimuth $\theta\left(r=0.5, h_{1}=5 \mathrm{~mm}, h_{2}=7 \mathrm{~mm}\right)$; (c) Interfacial variations with radius $r\left(\theta=4 \pi / 3, h_{1}=h_{2}=5 \mathrm{~mm}\right)$; (d) Interfacial variation with azimuth $\theta\left(r=0.5, h_{1}=h_{2}=5 \mathrm{~mm}\right)$.


Fig. 4. Three-dimensional interfacial displacement of $(9,6)$ mode at different time $t$ (density ratios $\gamma=0.5$, depth of fluid $h_{1}=h_{2}=5 \mathrm{~mm}$, radius of the vessel $R=7.5 \mathrm{~cm}$, forced frequency $f=29.1 \mathrm{~Hz}$, forced amplitude $A=11.4 \mu \mathrm{~m})(\mathrm{a}) t=0.0900 \mathrm{~s}$; (b) $t=0.3149 \mathrm{~s}$; (c) $t=0.5399 \mathrm{~s}$; (d) $t=1.0798 \mathrm{~s}$.


Fig. 5. The evolution of the amplitude $p(\tau)$ with time and phase-plane trajectory ( $R=7.5 \mathrm{~cm}, h_{1}=h_{2}=5 \mathrm{~mm}, A=11.4 \mu \mathrm{~m}$ ) (a) The evolution of the amplitude $p(\tau)$ with time $(\gamma=0.3, f=29.1 \mathrm{~Hz},(3,2)$ mode $)$; (b) the phase-plane trajectory of $p_{1}(\tau)$ and $p_{2}(\tau)(\gamma=0.3, f=29.1 \mathrm{~Hz},(3,2) \mathrm{mode})$; (c) The evolution of the amplitude $p(\tau)$ with time $\left(\gamma=0.9, f=50 \mathrm{~Hz},(13,6)\right.$ mode); (d) the phase-plane trajectory of $p_{1}(\tau)$ and $p_{2}(\tau)(\gamma=0.9, f=50 \mathrm{~Hz}$, $(13,6)$ mode).

## 4. Concluding remarks

In the inviscid fluids, the vertically excited interface waves in a circular cylindrical vessel are studied by two-time scale perturbation expansions. We found the following results:
(i) We derived a nonlinear evolution equation of slowly varying amplitude with the influence of cubic nonlinearity and external excitation, which expands the results of single layer fluid.
(ii) The interface wave modes become more and more complex with the increase of the density ratio of upper to lower fluids.
(iii) The trait of standing interface wave is proved theoretically.
(iv) When $\gamma=0, h_{2} \rightarrow h_{1}$, the dispersion relation and nonlinear amplitude equation reduces to the known results of single layer fluid.
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## Appendix A

$$
\begin{align*}
W_{1}(r)= & W_{2}(r)-\frac{i \lambda m^{2} \sinh ^{2}\left(\lambda h_{1}\right)}{r^{2} \theta_{2}}\left(\frac{1}{\Omega}+\frac{\Omega}{\lambda \theta_{2}}\right) J_{m}^{2}(\lambda r),  \tag{A.1}\\
W_{2}(r)= & \frac{i \lambda^{2} \sinh ^{2}\left(\lambda h_{1}\right)}{2}\left(\frac{\lambda}{\Omega \theta_{2}}-2 \Omega\right) J_{m}^{2}(\lambda r)+\frac{i \lambda^{2} \sinh ^{2}\left(\lambda h_{1}\right)}{\theta_{2}}\left(\frac{1}{\Omega}+\frac{\Omega}{\lambda \theta_{2}}\right) J_{m+1}(\lambda r) \\
& \times\left[\frac{m}{r} J_{m}(\lambda r)-\frac{\lambda}{2} J_{m+1}(\lambda r)\right] \tag{A.2}
\end{align*}
$$

$$
\begin{align*}
W_{3}(r)= & W_{4}(r)+\frac{i m^{2} \cosh ^{2}\left(\lambda h_{1}\right)}{r^{2}}\left(\frac{\lambda \theta_{1}}{\Omega}-\Omega\right) J_{m}^{2}(\lambda r),  \tag{A.3}\\
W_{4}(r)= & \frac{i \lambda^{2} \theta_{1} \cos h^{2}\left(\lambda h_{1}\right)}{2}\left[(1-3 i \Omega) \theta_{1}-\frac{\lambda}{\Omega}\right] J_{m}^{2}(\lambda r)-i \lambda \cosh ^{2}\left(\lambda h_{1}\right)\left(\frac{\lambda \theta_{1}}{\Omega}-\Omega\right) J_{m+1}(\lambda r) \\
& \times\left[\frac{m}{r} J_{m}(\lambda r)-\frac{\lambda}{2} J_{m+1}(\lambda r)\right],  \tag{A.4}\\
W_{5}(r)= & W_{6}(r)-\frac{i \lambda m^{2} \sinh \left(2 \lambda h_{1}\right)}{2 r^{2} \Omega}\left(\frac{\theta_{1}}{\theta_{2}}+1\right) J_{m}^{2}(\lambda r),  \tag{A.5}\\
W_{6}(r)= & \frac{i \lambda^{3} \sinh ^{2}\left(\lambda h_{1}\right)}{2 \Omega}\left(\frac{1}{\theta_{2}}+\frac{1}{\theta_{1}}\right) J_{m}^{2}(\lambda r)+\frac{i \lambda^{2} \sinh ^{2}\left(2 \lambda h_{1}\right)}{2 \Omega}\left(\frac{\theta_{1}}{\theta_{2}}+1\right) J_{m+1}(\lambda r)\left[\frac{m}{r} J_{m}(\lambda r)-\frac{\lambda}{2} J_{m+1}(\lambda r)\right] . \tag{A.6}
\end{align*}
$$

## Appendix B

Substituting (31), (32) into (29), (30), we have

$$
\begin{align*}
& \sum_{k=1}^{\infty}\left\{e_{k} \lambda_{(2 m) k} \sinh \left[\lambda_{(2 m) k} h_{2}\right]+d_{k} \lambda_{(2 m) k} \sinh \left[\lambda_{(2 m) k} h_{1}\right]\right]_{2 m}\left(\lambda_{(2 m) k} r\right) \cos (2 m \theta) \\
& \quad=W_{5}(r)+W_{6}(r) \cos (2 m \theta), \quad z=0,  \tag{B.1}\\
& \sum_{k=1}^{\infty}\left\{e_{k} \cosh \left[\lambda_{(2 m) k} h_{2}\right]\left[\lambda_{(2 m) k} \tanh \left[\lambda_{(2 m) k} h_{2}\right]-4 \Omega^{2}\right]+\gamma d_{k} \cosh \left[\lambda_{(2 m) k} h_{1}\right]\left[\lambda_{(2 m) k} \tanh \left[\lambda_{(2 m) k} h_{1}\right]+4 \Omega^{2}\right]\right\} \\
& \quad \times J_{2 m}\left(\lambda_{(2 m) k} r\right) \cos (2 m \theta)=\left[W_{1}(r)-\gamma W_{3}(r)\right]+\left[W_{2}(r)-\gamma W_{4}(r)\right] \cos (2 m \theta), \quad z=0 . \tag{B.2}
\end{align*}
$$

Using the orthogonality of the Bessel function, the coefficients $d_{k}$ and $e_{k}$ can be expressed. The final analytical expressions of the second-order solution $\phi_{j}^{(2)}$ can be written as

$$
\begin{equation*}
\phi_{j}^{(2)}=\left[P_{j, 0}(r, z)+P_{j, m}(r, z) \cos (2 m \theta)\right]\left[A^{2}(\tau) e^{2 i \Omega t}-\bar{A}^{2}(\tau) e^{-2 i \Omega t}\right], \tag{B.3}
\end{equation*}
$$

where

$$
\begin{align*}
P_{1,0}(r, z)= & \sum_{k=1}^{\infty} d_{k, 0} \cosh \left[\lambda_{(0) k}\left(z-h_{1}\right)\right] J_{0}\left(\lambda_{(0) k} r\right),  \tag{B.4}\\
d_{k, 0}= & \left\{\lambda_{(0) k} \sinh \left(\lambda_{(0) k} h_{2}\right) \int_{0}^{R}\left[W_{1}(r)-\gamma W_{3}(r)\right] J_{0}\left(\lambda_{(0) k} r\right) r d r-\Delta_{(0) k}^{(2)} \cosh \left(\lambda_{(0) k} h_{2}\right)\right. \\
& \left.\times \int_{0}^{R} W_{5}(r) J_{0}\left(\lambda_{(0) k} r\right) r d r\right\} /\left\{N _ { ( 0 ) k } \lambda _ { ( 0 ) k } \left[\gamma \Delta_{(0) k}^{(1)} \sinh \left(\lambda_{(0) k} h_{2}\right) \cosh \left(\lambda_{(0) k} h_{1}\right)\right.\right. \\
& \left.\left.-\Delta_{(0) k}^{(2)} \sinh \left(\lambda_{(0) k} h_{1}\right) \cosh \left(\lambda_{(0) k} h_{2}\right)\right]\right\},  \tag{B.5}\\
P_{1, m}(r, z)= & \sum_{k=1}^{\infty} d_{k, m} \cosh \left[\lambda_{(2 m) k}\left(z-h_{1}\right)\right] J_{2 m}\left(\lambda_{(2 m) k} r\right),  \tag{B.6}\\
d_{k, m}= & \left\{\lambda _ { ( 2 m ) k } \operatorname { s i n h } ( \lambda _ { ( 2 m ) k } h _ { 2 } ) \int _ { 0 } ^ { R } \left[W_{2}(r)-\gamma W_{4}(r) J_{2 m}\left(\lambda_{(2 m) k} r\right) r d r-\Delta_{(2 m) k}^{(2)} \cosh \left(\lambda_{(2 m) k} h_{2}\right)\right.\right. \\
& \left.\times \int_{0}^{R} W_{6}(r) J_{2 m}\left(\lambda_{(2 m) k} r\right) r d r\right\} /\left\{N _ { ( 2 m ) k } \lambda _ { ( 2 m ) k } \left[\gamma \Delta_{(2 m) k}^{(1)} \sinh \left(\lambda_{(2 m) k} h_{2}\right) \cosh \left(\lambda_{(2 m) k} h_{1}\right)\right.\right. \\
& \left.\left.-\Delta_{(2 m) k}^{(2)} \sinh \left(\lambda_{(2 m) k} h_{1}\right) \cosh \left(\lambda_{(2 m) k} h_{2}\right)\right]\right\},  \tag{B.7}\\
P_{2,0}(r, z)= & \sum_{k=1}^{\infty} e_{k, 0} \cosh \left[\lambda_{(0) k}\left(z+h_{2}\right)\right] J_{0}\left(\lambda_{(0) k} r\right),  \tag{B.8}\\
e_{k, 0}= & \left\{\begin{array}{l}
\lambda_{(0) k} \sinh \left(\lambda_{(0) k} h_{1}\right) \int_{0}^{R}\left[W_{1}(r)-\gamma W_{3}(r)\right] J_{0}\left(\lambda_{(0) k} r\right) r d r-\gamma \Delta_{(0) k}^{(1)} \cosh \left(\lambda_{(0) k} h_{1}\right)
\end{array}\right. \\
& \left.\times \int_{0}^{R} W_{5}(r) J_{0}\left(\lambda_{(0) k} r\right) r d r\right\} /\left\{N _ { ( 0 ) k } \lambda _ { ( 0 ) k } \left[\Delta_{(0) k}^{(2)} \sinh \left(\lambda_{(0) k} h_{1}\right) \cosh \left(\lambda_{(0) k} h_{2}\right)\right.\right. \\
& \left.\left.-\gamma \sinh \left(\lambda_{(0) k} h_{2}\right) \cosh \left(\lambda_{(0) k} h_{1}\right)\right]\right\}, \tag{B.9}
\end{align*}
$$

$$
\begin{align*}
P_{2, m}(r, z) & =\sum_{k=1}^{\infty} e_{k, m} \cosh \left[\lambda_{(2 m) k}\left(z+h_{2}\right)\right] J_{2 m}\left(\lambda_{(2 m) k} r\right),  \tag{B.10}\\
e_{k, m}= & \left\{\lambda_{(2 m) k} \sinh \left(\lambda_{(2 m) k} h_{1}\right) \int_{0}^{R}\left[W_{1}(r)-\gamma W_{3}(r)\right] J_{2 m}\left(\lambda_{(2 m) k} r\right) r d r-\gamma \Delta_{(2 m) k}^{(1)} \cosh \left(\lambda_{(2 m) k} h_{1}\right)\right. \\
& \left.\times \int_{0}^{R} W_{5}(r) J_{2 m}\left(\lambda_{(2 m) k} r\right) r d r\right\} /\left\{N _ { ( 2 m ) k } \lambda _ { ( 2 m ) k } \left[\Delta_{(2 m) k}^{(2)} \sinh \left(\lambda_{(2 m) k} h_{1}\right) \cosh \left(\lambda_{(2 m) k} h_{2}\right)\right.\right. \\
& \left.\left.-\gamma \sinh \left(\lambda_{(2 m) k} h_{2}\right) \cosh \left(\lambda_{(2 m) k} h_{1}\right)\right]\right\}, \tag{B.11}
\end{align*}
$$

where $\Delta_{(2 m) k}^{(2)}=\lambda_{(2 m) k} \tanh \left(\lambda_{(2 m) k} h_{2}\right)-4 \Omega^{2}, \Delta_{(2 m) k}^{(1)}=\lambda_{(2 m) k} \tanh \left(\lambda_{(2 m) k} h_{1}\right)+4 \Omega^{2}$,

$$
\begin{equation*}
N_{(2 m) k}=\int_{0}^{R} r J_{2 m}^{2}\left(\lambda_{(2 m) k} r\right) d r=\frac{\left(R^{2} \lambda_{(2 m) k}^{2}-4 m^{2}\right) J_{2 m}^{2}\left(\lambda_{(2 m) k} R\right)}{2 \lambda_{(2 m) k}^{2}} \tag{B.12}
\end{equation*}
$$

## Appendix C

$$
\begin{align*}
& X_{1}(r, z)=P_{1,0}(r, z), \quad X_{2}(r, z)=P_{1, m}(r, z), \quad Y_{1}(r, z)=P_{2,0}(r, z), \quad Y_{2}(r, z)=P_{2, m}(r, z), \\
& Z_{1}(r)=K_{1}(r)+K_{2}(r)+K_{3}(r)+\frac{2 i \Omega}{1-\gamma}\left(\gamma P_{1,0}-P_{2,0}\right), \quad Z_{2}(r)=K_{1}(r)+K_{3}(r)+\frac{2 i \Omega}{1-\gamma}\left(\gamma P_{1, m}-P_{2, m}\right), \\
& S_{1}(r)=-K_{1}(r)+K_{2}(r)+K_{3}(r), S_{2}(r)=-K_{1}(r)+K_{3}(r), \tag{C.1}
\end{align*}
$$

where

$$
\begin{align*}
& K_{1}(r)=\frac{\lambda^{2}(2 \gamma-3)}{4(1-\gamma)} \sinh ^{2}\left(\lambda h_{1}\right) J_{m}^{2}(\lambda r), \quad K_{2}(r)=\frac{m^{2} \cosh ^{2}\left(\lambda h_{1}\right)}{2 r^{2}(1-\gamma)}\left(\gamma-\frac{\theta_{1}^{2}}{\theta_{2}^{2}}\right) J_{m}^{2}(\lambda r) \\
& K_{3}(r)=\frac{\lambda \cosh ^{2}\left(\lambda h_{1}\right)}{2(1-\gamma)}\left(\gamma-\frac{\theta_{1}^{2}}{\theta_{2}^{2}}\right) J_{m+1}(\lambda r)\left[\frac{\lambda}{2} J_{m+1}(\lambda r)-\frac{m}{r} J_{m}(\lambda r)\right] \tag{C.2}
\end{align*}
$$

## Appendix D

$$
\begin{align*}
G_{1}(r)= & \lambda^{2} \sinh ^{3}\left(\lambda h_{1}\right)\left(\frac{1}{\theta_{2}}-\frac{\lambda}{\Omega^{2}}\right) J_{m}(\lambda r)\left[-\lambda J_{m+1}(\lambda r)+\frac{m}{r} J_{m}(\lambda r)\right]^{2}+\lambda^{2} \sinh ^{3}\left(\lambda h_{1}\right)\left[\frac{\lambda^{2}}{2}\left(\lambda-\frac{1}{\theta_{2}}\right)\right. \\
& \left.+\frac{m^{2}}{r^{2}}\left(1-\frac{\lambda}{\Omega^{2}}\right)\right] J_{m}^{3}(\lambda r)+\sinh \left(\lambda h_{1}\right)\left[i \Omega\left(\frac{1}{\theta_{2}}-\frac{\lambda}{\Omega^{2}}\right)\left(\left.\frac{\partial Y_{1}(r, z)}{\partial r}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial Y_{2}(r, z)}{\partial r}\right|_{z=0}\right)\right. \\
& \left.-\frac{1}{\theta_{2}}\left(Z_{1}^{\prime}(r)+\frac{1}{2} Z_{2}^{\prime}(r)+2 S_{1}^{\prime}(r)+S_{2}^{\prime}(r)\right)\right]\left[-\lambda J_{m+1}(\lambda r)+\frac{m}{r} J_{m}(\lambda r)\right] \\
& +i \Omega \lambda \sinh \left(\lambda h_{1}\right)\left[\left.\frac{\partial Y_{1}(r, z)}{\partial z}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial Y_{2}(r, z)}{\partial z}\right|_{z=0}\right. \\
& \left.+\frac{1}{\Omega^{2}}\left(\left.\frac{\partial^{2} Y_{1}(r, z)}{\partial z^{2}}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial^{2} Y_{2}(r, z)}{\partial z^{2}}\right|_{z=0}\right)\right] J_{m}(\lambda r) \\
& +\frac{m^{2} \sinh \left(\lambda h_{1}\right)}{r^{2} \theta_{2}}\left[i \Omega Y_{2}(r, 0)-Z_{2}(r)-2 S_{2}(r) J_{m}(\lambda r)-\frac{i \lambda m^{2} \sinh \left(\lambda h_{1}\right)}{r^{2} \Omega} Y_{2}(r, 0) J_{m}(\lambda r)\right. \\
& +\frac{\lambda^{2} \sinh \left(\lambda h_{1}\right)}{\theta_{2}}\left[Z_{1}(r)+\frac{1}{2} Z_{2}(r)+2 S_{1}(r)+S_{2}(r)\right] J_{m}(\lambda r), \tag{D.1}
\end{align*}
$$

$G_{2}(r)=\Omega \sinh \left(\lambda h_{1}\right)\left(\frac{\lambda}{\Omega^{2}}+\frac{1}{\theta_{2}}\right) J_{m}(\lambda r)$,
$G_{3}(r)=-\lambda \sinh \left(\lambda h_{1}\right)\left(0.5+\frac{\varepsilon^{2} \sigma}{\Omega}\right) J_{m}(\lambda r)$,

$$
\begin{align*}
& G_{4}(r)=-\lambda^{2} \sinh ^{2}\left(\lambda h_{1}\right) \cosh \left(\lambda h_{1}\right)\left(1+\frac{\lambda}{\Omega^{2}} \theta_{1}\right) J_{m}(\lambda r)\left[-\lambda J_{m+1}(\lambda r)+\frac{m}{r} J_{m}(\lambda r)\right]^{2} \\
& +\lambda^{2} \sinh ^{2}\left(\lambda h_{1}\right) \cosh \left(\lambda h_{1}\right)\left(1+\frac{\lambda}{\Omega^{2}} \theta_{1}\right)\left(\frac{\lambda^{2}}{2}-\frac{m^{2}}{r^{2}}\right) J_{m}^{3}(\lambda r)+\cosh \left(\lambda h_{1}\right)\left[Z_{1}^{\prime}(r)+\frac{1}{2} Z_{2}^{\prime}(r)+2 S_{1}^{\prime}(r)\right. \\
& \left.+S_{2}^{\prime}(r)-i \Omega\left(1+\frac{\lambda}{\Omega^{2}} \theta_{1}\right)\left(\left.\frac{\partial X_{1}(r, z)}{\partial r}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial X_{2}(r, z)}{\partial r}\right|_{z=0}\right)\right]\left[-\lambda J_{m+1}(\lambda r)+\frac{m}{r} J_{m}(\lambda r)\right] \\
& +i \Omega \lambda \sinh \left(\lambda h_{1}\right)\left[\frac{1}{\Omega^{2}}\left(\left.\frac{\partial^{2} X_{1}(r, z)}{\partial z^{2}}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial^{2} X_{2}(r, z)}{\partial z^{2}}\right|_{z=0}\right)-\left.\frac{\partial X_{1}(r, z)}{\partial z}\right|_{z=0}-\left.\frac{1}{2} \frac{\partial X_{2}(r, z)}{\partial z}\right|_{z=0}\right] J_{m}(\lambda r) \\
& +\frac{m^{2} \cosh \left(\lambda h_{1}\right)}{r^{2}}\left[Z_{2}(r)+2 S_{2}(r)-i \Omega X_{2}(r, 0)\right] J_{m}(\lambda r)-\frac{i \lambda m^{2} \sinh \left(\lambda h_{1}\right)}{r^{2} \Omega} X_{2}(r, 0) J_{m}(\lambda r) \\
& +\lambda^{2} \cosh \left(\lambda h_{1}\right)\left[\left(\frac{\Omega^{2}}{\lambda} \theta_{1}-1\right)\left(Z_{1}(r)+\frac{1}{2} Z_{2}(r)\right)-2\left(\frac{\Omega^{2}}{\lambda} \theta_{1}+1\right)\left(S_{1}(r)+\frac{1}{2} S_{2}(r)\right)\right] J_{m}(\lambda r),  \tag{D.4}\\
& G_{5}(r)=\Omega \cosh \left(\lambda h_{1}\right)\left(\frac{\lambda}{\Omega^{2}} \theta_{1}-1\right) J_{m}(\lambda r),  \tag{D.5}\\
& G_{6}(r)=-\lambda \sinh \left(\lambda h_{1}\right)\left(0.5+\frac{\varepsilon^{2} \sigma}{\Omega}\right) J_{m}(\lambda r),  \tag{D.6}\\
& G_{7}(r)=\left(1+\frac{\theta_{1}}{\theta_{2}}\right) \cosh \left(\lambda h_{1}\right)\left[\lambda J_{m+1}(\lambda r)-\frac{m}{r} J_{m}(\lambda r)\right]\left[Z_{1}^{\prime}(r)+\frac{1}{2} Z_{2}^{\prime}(r)+2 S_{1}^{\prime}(r)+S_{2}^{\prime}(r)\right] \\
& +\frac{i \lambda \sinh \left(\lambda h_{1}\right)}{\Omega}\left[\lambda J_{m+1}(\lambda r)-\frac{m}{r} J_{m}(\lambda r)\right]\left[\left.\frac{\partial Y_{1}(r, z)}{\partial r}\right|_{z=0}\right. \\
& \left.+\left.\frac{1}{2} \frac{\partial Y_{2}(r, z)}{\partial r}\right|_{z=0}-\left.\frac{\partial X_{1}(r, z)}{\partial r}\right|_{z=0}-\left.\frac{1}{2} \frac{\partial X_{2}(r, z)}{\partial r}\right|_{z=0}\right] \\
& -\frac{m^{2} \cosh \left(\lambda h_{1}\right)}{r^{2}}\left(1+\frac{\theta_{1}}{\theta_{2}}\right) J_{m}(\lambda r)\left[Z_{2}(r)+2 S_{2}(r)\right]-\frac{i \lambda m^{2} \sinh \left(\lambda h_{1}\right)}{r^{2} \Omega}\left[Y_{2}(r, 0)\right. \\
& \left.-X_{2}(r, 0)\right] J_{m}(\lambda r)+\left(1+\frac{\theta_{1}}{\theta_{2}}\right) \lambda^{2} \cosh \left(\lambda h_{1}\right)\left[Z_{1}(r)+\frac{1}{2} Z_{2}(r)+2 S_{1}(r)+S_{2}(r)\right] J_{m}(\lambda r)+\frac{i \lambda \sinh \left(\lambda h_{1}\right)}{\Omega} \\
& \times J_{m}(\lambda r)\left(\left.\frac{\partial^{2} Y_{1}(r, z)}{\partial z^{2}}\right|_{z=0}+\left.\frac{1}{2} \frac{\partial^{2} Y_{2}(r, z)}{\partial z^{2}}\right|_{z=0}-\left.\frac{\partial^{2} X_{1}(r, z)}{\partial z^{2}}\right|_{z=0}-\left.\frac{1}{2} \frac{\partial^{2} X_{2}(r, z)}{\partial z^{2}}\right|_{z=0}\right) . \tag{D.7}
\end{align*}
$$
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