
This content has been downloaded from IOPscience. Please scroll down to see the full text.

Download details:

IP Address: 159.226.199.3

This content was downloaded on 08/01/2016 at 06:31

Please note that terms and conditions apply.

Antiferromagnetic and topological states in silicene: A mean field study

View the table of contents for this issue, or go to the journal homepage for more

2015 Chinese Phys. B 24 087503

(http://iopscience.iop.org/1674-1056/24/8/087503)

Home Search Collections Journals About Contact us My IOPscience

iopscience.iop.org/page/terms
http://iopscience.iop.org/1674-1056/24/8
http://iopscience.iop.org/1674-1056
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


Chin. Phys. B Vol. 24, No. 8 (2015) 087503

SPECIAL TOPIC — Silicene

Antiferromagnetic and topological states in silicene:
A mean field study∗
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It has been widely accepted that silicene is a topological insulator, and its gap closes first and then opens again with
increasing electric field, which indicates a topological phase transition from the quantum spin Hall state to the band insulator
state. However, due to the relatively large atomic spacing of silicene, which reduces the bandwidth, the electron–electron
interaction in this system is considerably strong and cannot be ignored. The Hubbard interaction, intrinsic spin orbital
coupling (SOC), and electric field are taken into consideration in our tight-binding model, with which the phase diagram of
silicene is carefully investigated on the mean field level. We have found that when the magnitudes of the two mass terms
produced by the Hubbard interaction and electric potential are close to each other, the intrinsic SOC flips the sign of the
mass term at either K or K′ for one spin and leads to the emergence of the spin-polarized quantum anomalous Hall state.
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1. Introduction
Silicene, a monolayer honeycomb structure of sil-

icon atoms, considered as a cousin of graphene, has
aroused much concerns and is studied both theoretically
and experimentally.[1–17] Because of the similar honeycomb
lattice, silicene inherits most of marvellous properties in
graphene including the linear energy–momentum dispersion
relation and also the topological properties. On the other
hand, the unique low-buckled geometry of silicene results in
some outstanding properties, such as the observable quan-
tum spin Hall effect (QSHE) in an experimentally accessible
temperature[2] and the tunable electrical band gap under a per-
pendicular electric field,[5,6] which is considered to be a ma-
jor obstacle for applications of graphene in devices. What is
more, since the inversion symmetry of silicene could be bro-
ken by this electric field, some novel topological states can
also be induced.[7,8,10]

When referring to the geometrical features of “honey-
comb lattice” and “height differences for sublattices”, silicene
is not the only candidate that comes to mind, actually, bi-
layer graphene (BLG) does also have these features. Recently,
several experiments showed clear evidences that BLG at the
charge neutrality point had a gapped ground state (the mag-
nitude of the gap is about 2 meV),[18–23] where the original
degeneracy is considered to be lifted by the formation of cer-
tain ordered ground states. Since the nearly quadratic disper-

sion at low energy leads to finite density of states at the Fermi
level, the system is susceptible to even weak interactions.
Considering pseudospin (i.e., which layer), valley, and real
electron spin degrees of freedom, various broken-symmetry
phases have been predicted or considered.[24–39] Among these
phases, the antiferromagnetic (AFM) state[31,36–39] is consid-
ered to be the most possible one, due to its consistency with
the later observations including their response to a perpendic-
ular electric field[18,23] and tilted magnetic field.[22] Noticing
the striking similarity between BLG and silicene, the electron–
electron interaction might induce magnetism for silicene, and
the competition between the magnetic state and topological
state may lead to new physics, which is worthwhile to be care-
fully studied.

In this paper, with the Hubbard interaction, intrinsic SOC
and electric field in our tight-binding model, a systematic in-
vestigation on the phase diagram of silicene is provided. The
paper is organized as follows: in Section 2, first-principle cal-
culations of silicene are revisited. Then, the tight-binding
model is introduced in Section 3 and the corresponding phase
diagram is given in Section 4. We conclude this paper in Sec-
tion 5 with a brief summary.

2. First-principle results
The electronic structure of silicene is obtained self-

consistently by using the PAW (projector augmented
∗Project supported by the National Key Basic Research Program of China (Grant Nos. 2014CB920903, 2013CB921903, 2011CBA00108, and 2012CB937500),
the National Natural Science Foundation of China (Grant Nos. 11021262, 11172303, 11404022, 11225418, and 11174337), the Specialized Research Fund
for the Doctoral Program of Higher Education of China (Grant No. 20121101110046), the Excellent Young Scholars Research Fund of Beijing Institute of
Technology (Grant No. 2014CX04028), and the Basic Research Funds of Beijing Institute of Technology (Grant No. 20141842001).

†Corresponding author. E-mail: ygyao@bit.edu.cn
© 2015 Chinese Physical Society and IOP Publishing Ltd http://iopscience.iop.org/cpb　　　http://cpb.iphy.ac.cn

087503-1

http://dx.doi.org/10.1088/1674-1056/24/8/087503
ygyao@bit.edu.cn
http://iopscience.iop.org/cpb
http://cpb.iphy.ac.cn


Chin. Phys. B Vol. 24, No. 8 (2015) 087503

wave) pseudopotential method implemented in the VASP
package.[40] The exchange-correlation potential is treated by
PBE (Perdew–Burke–Ernzerhof) potential.[41]

In our PBE + SOC calculations, the k-mesh is 33×33×1,
the energy cutoff and convergence criteria are set to be 400 eV
and 10−6 eV respectively. The geometry and first Brillouin
zone of silicene can be found in Figs. 1(a) and 1(b). The
band structure of the quantum spin Hall (QSH) state is given
in Fig. 1(c), and the gap is about 1.5 meV.[2,5]
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Fig. 1. Geometry, Brillouin zone, and electronic structure. (a) The ge-
ometry of silicene. (b) The corresponding Brillouin zone. (c) The band
structure of the QSH state, where the inset is the zooming gap with size
marked, and the unit is in meV.
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Fig. 2. The energy and band gap with respect to the perpendicular elec-
tric field through first-principle calculations. The critical electric field
0.02 V/Å is marked with red dash line, which separates the topological
insulator state from the band insulator state (topological trivial).

The low-buckled geometry, which makes silicene differ-
ent from graphene, can be well taken advantage of by apply-
ing an electric field. Therefore, we investigated the behavior
of the band gap and energy with respect to the perpendicu-
lar electric field. In Fig. 2, one can see with an increasing
electric field the band gap of the QSH state first closes then
opens again, which is the consequence of topological phase
transition,[9] and the critical electric field (about 0.02 V/Å) is
consistent with Ref. [5]. The first principle calculations help us

understand the basic electrical properties of silicene based on
single electron approximation. However, due to the relatively
large atomic spacing of silicene, which reduces the bandwidth,
the electron–electron interaction in this system is considerably
strong and cannot be ignored,[42] and therefore a further in-
vestigation on the influence of electron–electron interaction to
silicene is needed.

3. Tight-binding model
The Hubbard interaction, SOC, and electric field are taken

into consideration in our tight-binding model, and the total
Hamiltonian is given as H = H0 +HU +HV . The first term
H0 is the low-energy effective Hamiltonian involving the SOC
in silicene introduced in Ref. [3]:

H0 =−t ∑
〈i j〉α

c†
iα c jα + i

λSO

3
√

3 ∑
〈〈i j〉〉αβ

νi jc
†
iα𝜎

z
αβ

c jβ

− i
2
3

λR2 ∑
〈〈i j〉〉αβ

µi jc
†
iα(𝜎× d̂i j)

z
αβ

c jβ , (1)

where c†
iα is a creation operator for an electron with spin α

on site i. The first term in Eq. (1) represents the usual near-
est neighbor hopping term. The second term in Eq. (1) is the
intrinsic SOC, where νi j = (𝑑i × 𝑑 j)/|𝑑i × 𝑑 j|, and 𝑑i and
𝑑 j are two nearest bonds connecting the next-nearest neigh-
bor sites. The third term in Eq. (1) is the intrinsic Rashba
SOC, and d̂i j = di j/|di j|, where di j represents a vector from
site j to i and µi j = ±1 for A or B site. The summation over
〈i j〉 (〈〈i j〉〉) runs over all the nearest (next-nearest) neighbor
sites. Note that the values of the above coupling parameters
are given by Ref. [3], that is t = 1.12 eV, λSO = 3.9 meV, and
λR2 = 0.7 meV. Since the relatively small value of λR2 and
also to facilitate following derivations and discussions, we let
λR2 = 0 meV.

The second term HU is the Hubbard interaction, to be ex-
act,

HU =U ∑
i

ni↑ni↓, (2)

and U represents the Hubbard interaction strength. The fluc-
tuation term U ∑i(ni↑−〈ni↑〉)(ni↓−〈ni↓〉) is omitted under the
mean field approximation. To discuss the electric field effect
in silicene, we add the third term, i.e., the staggered potential
term

HV =−∑
iα

(−1)lV
2

c†
iα ciα , (3)

where l = 1,0 correspond to A and B sublattices respec-
tively. The total Hamiltonian can be transformed into a 4× 4
matrix H(𝑘) for each crystal momentum 𝑘 on the basis of
{ψA↑,ψB↑,ψA↓,ψB↓}

H(𝑘) = H0(𝑘)+HU (𝑘)+HV (𝑘), (4)
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and H0(𝑘), HU (𝑘), and HV (𝑘) are given as follows:

H0(𝑘) =


h(𝑘) −t f (𝑘) 0 0
−t f (𝑘)∗ −h(𝑘) 0 0

0 0 −h(𝑘) −t f (𝑘)
0 0 −t f (𝑘)∗ h(𝑘)

 , (5)

HU (𝑘) =


U〈na↓〉 0 0 0

0 U〈nb↓〉 0 0
0 0 U〈na↑〉 0
0 0 0 U〈nb↑〉

 , (6)

HV (𝑘) =


V/2 0 0 0

0 −V/2 0 0
0 0 V/2 0
0 0 0 −V/2

 , (7)

where f (𝑘) = ∑α e i𝑘·𝑅α , with 𝑅α (α = 1,2,3) to be the
nearest-neighbor vector, and h(𝑘) =−(2/3

√
3)λSO ∑α sin(𝑘 ·

𝛿α), with 𝛿α (α = 1,2,3) to be the next nearest-neighbor vec-
tor, which is shown in Fig. 1(a). Now the Hubbard interaction,
intrinsic SOC, and electric field are considered in our tight-

binding model, and each ingredient is essential to the follow-
ing discussion.

3.1. The case without SOC

In the case without SOC, using the Hamiltonian at the
mean-field level given by Eqs. (4)–(7), we can solve this prob-
lem self-consistently. Note that there are two atoms in a unit
cell, as shown in Fig. 1(a), and thus four mean fields are
needed in our model considering spin degree of freedom. With
λSO = 0 and V = 0, the critical value Uc = 2.485 eV is ob-
tained in our calculation (see Fig. 3(a)), and (Uc/t) ≈ 2.2 is
consistent with previous works.[43,44] With λSO = 0, V 6= 0,
and fixed U = 2.492 eV slightly larger than Uc, the variations
of the gaps for different spins with respect to V are plotted in
Fig. 3(b), where a first order phase transition (from the AFM
state to the charge density wave (CDW) state, since the cor-
responding on site spin polarization ni↑− ni↓ vanishes during
this process and the charge polarization na− nb 6= 0) can be
seen.

(c)(b)(a)

(e) (f)

0

0.03

-0.03

0

0.03

-0.03

U=2.45 eV U=2.492 eV

(d)

G
a
p
/
e
V

G
a
p
/
e
V

G
a
p
/
e
V

G
a
p
/
e
V

G
a
p
/
e
V

U/eVU/eV

gap up
gap dn

gap at Κ′
gap at Κ

gap at Κ′
gap at Κ

gap at Κ′
gap at Κ

V/↼V/A↽

V/↼V/A↽

V/↼V/A↽

Fig. 3. The results of mean-field self-consistent calculations. (a) Without the intrinsic SOC and electric field, the band gaps at K and K′ as functions of the
Hubbard U . (b) Without the intrinsic SOC, the band gaps for different spins as functions of the electric potential for U = 2.492 eV. (c) With the intrinsic
SOC and zero electric field, the band gaps at K and K′ as functions of the Hubbard U , and the edge states for U = 2.45 eV and U = 2.492 eV in panel (d).
With the intrinsic SOC, the band gaps at K and K′ with respect to the electric potential are given in panels (e) and (f) for U = 2.45 eV and U = 2.492 eV
respectively.

3.2. The case with SOC

In the case with SOC, the QSHE has been proposed in
silicene,[2] by exploiting adiabatic continuity and the direct
calculation of the Z2 topological invariant. The band gap
opened by the SOC is about 1.5 meV, leading to the observable
QSHE in an experimentally accessible temperature. However,
considering the weakness of the SOC in silicene, it would be
interesting to find if there are any new phases obtained from

the competition between the SOC and Hubbard interaction.
Therefore their phase diagram should be systematically stud-
ied.

Here we will use the tight-binding model introduced
above, with the intrinsic SOC (λSO = 3.9 meV) turned on, to
discuss this issue. The behavior of the gap with respect to U
(see Fig. 3(c)) is nearly the same as the one without the intrin-
sic SOC discussed above (see Fig. 3(a)). However, the sizes
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of the band gaps at K and K′ become different now. For the
former, with the increasing Hubbard U the gap grows slowly
until the critical value about 2.485 eV, after which there will be
a rapid increase. Whereas the latter changes in a different way,
first the gap becomes small, but once the Hubbard U exceeds
the threshold value approximately 2.485 eV, the gap turns to
increase.

One is naturally invited to the question: what happened
in this process, especially, whether the gap at K′ closed at the
vicinity of U = 2.485 eV, since the numerical calculation is
not easy to capture this detail considering the sensitivity for
parameters near the phase transition. To answer this question,
we study the edge states of the zigzag edged nanoribbon of sil-
icene. The edge states for U = 2.45 eV and U = 2.492 eV are
given in Fig. 3(d), and it is obvious that there is a topological
phase transition underlying this process. Therefore, the be-
havior of band gap is not hard to understand: when U = 0 eV,
with the intrinsic SOC silicene is in the QSH state,[2,3] and the
sign of the mass term flips at either K or K′. However, keep
increasing the Hubbard U , which provides a k-spatial uniform
mass term from the point view of the mean-field approxima-
tion, will finally drive the system into the topological trivial
state, and at the topological phase transition point the band gap
of silicene must close. We also calculate Chern number and
spin-Chern number as an argument, the definition of which
are C = C↑+C↓ and Cs = (C↑−C↓)/2 respectively. The re-
sults are just as we expect, for U = 2.45 eV (C,Cs) = (0,−1)
and for U = 2.492 eV (C,Cs) = (0,0).

We now proceed to discuss the effect of electric field to
silicene. Two typical values of Hubbard U = 2.45 eV and
U = 2.492 eV are chosen to study the variation of the system
with respect to the electric potential V , and the entire phase
diagram will be left for the next section.

With respect to the electric potential, the band gaps at
K and K′ are given in Figs. 3(e) and 3(f) for U = 2.45 eV
and U = 2.492 eV respectively, from which we can see the
gaps at K and K′ both first become small, and when the elec-
tric field exceeding certain values, they start to increase. To
comprehend these two processes, we investigated the evo-
lution of the edge states with respect to the electric field
shown in Figs. 4(a) and 4(b). Note that due to the first or-
der phase transition in Fig. 4(b), we fail to capture the mo-
ment of the closure of the gap at K for U = 2.492 eV, but with
the analysis of the edge states and also the following calcu-
lation of Chern number, this closure can be confirmed. With
U = 2.45 eV, (C,Cs) = (0,1) (QSH) for V = 0,0.0035 eV,
(C,Cs) = (1,1/2) for V = 0.0147 eV, (C,Cs) = (0,0) (trivial)
for V = 0.0231 eV, and the system is at the phase transition
critical point when V = 0.01,0.0195 eV. It is worth noting that
(C,Cs) = (1,1/2) represents the system is spin-polarized, and
this state is therefore named spin-polarized quantum anoma-
lous Hall (SQAH) state.[10] For U = 2.492 eV, the (C,Cs)

is (0,0) for V = 0.0,0.007,0.029,0.035 eV, (1,−1/2) for

V = 0.021 eV, V = 0.012 eV is the phase transition critical
point, and the phase transition critical point near V = 0.029 is
not captured due to the first-order phase transition mentioned
above. These two parameter paths are marked in Fig. 4(d).
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Fig. 4. (a) The edge states for U = 2.45 eV, with V = 0.0, 0.0035, 0.01,
0.0147, 0.0195, 0.0231 eV. (b) The edge states for U = 2.492 eV, with V = 0.0,
0.007, 0.012, 0.021, 0.029, 0.035 eV. Different colors represent different
spins. (c) The schematic phase diagram. There are four phases as indicated
by QSH state, CDW band insulator, AFM band insulator, and SQAH state.
The corresponding (C,Cs) of four phases are given to help understanding. The
paths of panels a and b are marked in the zooming phase diagram (d).

The physics in the above process can be understood from
the competition between two different mass terms produced by
the Hubbard U and electric potential V . However, due to the
k-spatial uniform property of these two mass terms, the non-
trivial topological state cannot be induced by themselves, and
only when the magnitudes of these two mass terms are close
to each other, can the intrinsic SOC flip the sign of the mass
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term at either K or K′ for one spin and lead to the emergence
of the topological state, i.e., the SQAH state.

4. Phase diagram in (U,V )(U,V )(U,V ) plane
After acquainting with the phase transition at a fixed Hub-

bard U as a function of the electric potential V , we next inves-
tigate the phase diagram for the whole (U,V ) plane. Actually,
all of these phases, which can be obtained in this plane, have
been discussed above, and we can determine phase boundaries
by scanning the points with zero band gap at K or K′.

In Fig. 4(c), there are four phases, named QSH state,
CDW band insulator, AFM band insulator, and SQAH state.
The results can be understood as the following aspects. When
both U and V are small, the intrinsic SOC dominates, and be-
cause the gap keeps open during this adiabatic process, it must
be in the same topological state as the original one, viz QSH
state. To increase no matter U or V will finally drive this sys-
tem turning into a trivial insulator state, for the former it will
be the AFM band insulator (two sublattices have opposite spin
polarization directions), while, for the later it will be the CDW
band insulator (different charge densities for two sublattices).
The intrinsic SOC will help to induce the SQAH state in the
region where the magnitudes of the two mass terms produced
by U and V are close to each other.

5. Conclusion
To summarize, the topological properties of silicene are

revisited and confirmed with first principles calculations. To
consider the influence of electron–electron interaction on sil-
icene, the intrinsic SOC, Hubbard interaction, and electric
field are taken into consideration in our tight-binding model
on the mean-field level. Then, with this tight-binding model,
the phase diagram of silicene is revealed, and we find that
the appearance of the spin-polarized quantum anomalous Hall
(SQAH) state stems from the competition between the electric
field and Hubbard interaction.
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