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ABSTRACT

This paper presents a system of linear differential-integral perturbation equations derived for the stability of uniform rotation around the principal axis of inertia of any shaped solid body with cavities containing viscous liquid. This system cannot be treated directly by using methods based on Lyapunov’s theory of stability. In the present paper, a general variational principle is established as presented earlier in [1], and a series of criteria for stability are obtained. The results obtained previously by others[1-4] are found to be special cases of the present investigation.

The variational methods so obtained may be widely used in treating the stability of motion of solid bodies containing liquid, and may be applied, in principle, to deal with the linear non-selfadjoint eigenvalue problems.

I. Introduction

The problem of motion of a solid body with cavities completely or partly filled with liquid is a classical subject[2]. Though its study was started over a century ago, it is only during the last three decades that the research of this subject has been rapidly developed owing to the needs in engineering[5-6].

It is particularly effective to apply the first approximation method and Lyapunov’s direct method to cases dealing with the stability of motion of a system with finite number of degrees of freedom. According to Zhukovskii’s theorem, a system with an infinite number of degrees of freedom can be reduced to one with finite number of degrees of freedom. The major related results were shown in [4]. But in reality viscosity can never be neglected. Up to now only special cases with large or small viscosity have been examined[6]. For instance, Rumyantsev has put forward his stability theory with respect to a part of the variables which may be used to reduce a system with infinite degrees of freedom into that with finite degrees of freedom. And yet the sufficient condition obtained in this special case may be neither sufficient nor necessary for a general case[4]. Another instance may be referred to Greenspan’s theory but it is limited to solving the boundary layer equation on condition that the motion of solid shell is given[7].

The equations of motion referred to small perturbation derived in this paper are non-selfadjoint differential-integral equations which are difficult to solve directly. The aforementioned methods and classical variational method[4,6] cannot be used to treat these equations. It has been shown that the problem with \( \infty + 3 \) degrees of freedom
may be solved by the variational method of non-selfadjoint operator derived in [1]. The advantage of such a method consists in that the existence of eigenvalues of instability can be determined without knowing the concrete form of the eigenfunctions. It is, in fact, a generalization of the adjoint variational method in solid mechanics. Although this method as well as the one referred to in [9] both resort to the same mathematical principle and provide the variational basis for the approximate calculation of stability, the former has an advantage over the latter by having the merits of Lyapunov's direct method.

The stability of motion of a solid body with cavities completely filled with viscous liquid rotating at a fixed point around one of its principal axes of inertia with constant angular velocity \( \Omega \) has been investigated on the assumption that the geometrical shape of the solid body and its cavity is arbitrary, their principal axes of inertia coincide with each other, and viscosity of liquid is arbitrary as well. The cases considered seem to be more general. In so doing the results obtained by some previous authors\(^{1,4,6,10-12}\) may be regarded as special cases of our investigation. It should be mentioned that our method may be applied to problem of stability of motion of a solid body containing liquid in a wider scope. This point will be discussed in Sec. VI.

II. Mathematical Formulation of the Problem

1. Fundamental assumptions. Suppose that a solid body with cavities completely filled with liquid in equilibrium rotates uniformly around a principal axis of inertia through a fixed point with angular velocity \( \Omega \). We shall study the stability of motion with small perturbation.

First of all, we introduce three fundamental coordinate systems:

1. The fixed coordinate system \( \{0; \xi_1, \xi_2, \xi_3\} \). Its origin coincides with the fixed point \( 0 \). The rotating axis \( \xi_3 \) directs vertically. The unit vectors of the coordinate are \( \hat{e}_1, \hat{e}_2 \) and \( \hat{e}_3 \). Suppose that the distances of the centers of gravity of the solid shell and liquid in the cavity from the fixed point \( 0 \) are \( h_1 \) and \( h_2 \) and the total mass of the solid shell and liquid is \( M_1 \) and \( M_2 \) respectively.

2. The coordinate system associated with equilibrium motion \( \{0; x_1, x_2, x_3\} \). \( x_3 \) axis coincides with \( \xi_3 \) axis. The system rotates with angular velocity \( \Omega_0(0, 0, \Omega_0) \) relative to the fixed system and its unit vectors are \( \hat{i}_1, \hat{i}_2 \) and \( \hat{i}_3 \) respectively.

If \( P^0 \) denotes the pressure of the liquid, in an equilibrium case, it is evident that

\[
P^0 = p_0 + \frac{\rho}{2} \Omega_0^2(x_1^2 + x_2^2) - \rho gx_3,
\]

where \( \rho \) is the density of the liquid and \( g \) is the gravitational acceleration.

3. The coordinate system associated with perturbed motion \( \{0; x'_1, x'_2, x'_3\} \). Suppose that the perturbed motion of a solid body with cavities completely filled with liquid and deviated from equilibrium, is a rotation around the fixed point \( 0 \) with angular velocity \( \omega(\omega_1, \omega_2, \omega_3) \) relative to the system \( \{0; x_1, x_2, x_3\} \). During the process of
perturbed motion, system \( \{ o; x', x'_2, x'_3 \} \) is fixed to the solid body with cavities, and its unit vectors are \( \hat{i}', \hat{i}_2', \hat{i}_3' \) which coincide with its principal axes of inertia.

Assume that the unit vectors of \( \{ o; x', x'_2, x'_3 \} \) and \( \{ o; x, x_2, x_3 \} \) systems satisfy the following equations:

\[
\begin{align*}
\hat{i}' &= i_1 + \gamma_{11} \hat{i}_1 + \gamma_{12} \hat{i}_2, \\
\hat{i}_2' &= \gamma_{21} \hat{i}_1 + \hat{i}_2 + \gamma_{22} \hat{i}_3, \\
\hat{i}_3' &= \gamma_{31} \hat{i}_1 + \gamma_{32} \hat{i}_2 + \hat{i}_3,
\end{align*}
\]

(2.2)

where \( \gamma_{ij} = \cos(i, j) \). By orthogonal condition, we have \( \gamma_{ij} = -\gamma_{ji} \).

2. Basic equations and boundary conditions. We shall formulate the basic equations and boundary conditions referred to the coordinate system \( \{ o; x, x_2, x_3 \} \):

(1) The equations of motion of the solid shell. If the principal moments of inertia of the solid shell and liquid in the cavity are \( A_1, B_1, C_1 \) and \( A_2, B_2, C_2 \) about the fixed point \( o \), and the total moment of momentum of the solid shell \( G \) is

\[
\begin{align*}
G_{x_1} &= \omega_1 A_1 - \Omega_0 (A_1 - C_1) \gamma_{32}, \\
G_{x_2} &= \omega_2 B_1 - \Omega_0 (B_1 - C_1) \gamma_{32}, \\
G_{x_3} &= (\omega_1 + \Omega_0) C_1,
\end{align*}
\]

then the equation of moment of momentum of the solid shell is

\[
\frac{dG}{dt} + \Omega_0 \times G = - (M_1 \dot{h}_1 + M_2 \dot{h}_2) (\gamma_{32}, -\gamma_{31}, 0) + \Omega_0 [\gamma_{21} (B_2 - C_2), -\gamma_{31} (A_2 - C_2), 0] - \oint \mathbf{r} \times (\mathbf{p}_1 \mathbf{I} + \tau) \cdot \mathbf{n} ds,
\]

(2.4)

where \( s \) is the surface of the cavity, \( \mathbf{n} \) is outward unit normal vector, \( \mathbf{p}_1 \) is the perturbed pressure, \( \tau \) is the viscous stress tensor, and \( \mathbf{I} \) the unit tensor.

(2) The equation of motion of the liquid in the cavity is

\[
\frac{\partial \mathbf{v}}{\partial t} + 2 \Omega_0 \times \mathbf{v} = \frac{1}{\rho} \nabla \cdot (-\mathbf{p}_1 \mathbf{I} + \tau),
\]

(2.5)

where

\[
\mathbf{p}_1 = \mathbf{p} - \mathbf{p}_0 = \mathbf{p} + \rho g x_3 - \frac{\rho}{2} \Omega_0^2 (x_1^2 + x_3^2) - \mathbf{p}_0.
\]

(2.6)

The equation of the continuity of liquid is

\[
\nabla \cdot \mathbf{v} = 0.
\]

(2.7)

(3) Boundary conditions

\[
\mathbf{v}\big|_s = \mathbf{\omega} \times \mathbf{r},
\]

(2.8)

and

\[
\frac{d\hat{i}'_l}{dt} = \mathbf{\omega} \times \hat{i}'_l, \quad (l = 1, 2, 3).
\]

(2.9)
The mathematical formulation of the whole problem is to solve $v$, $p$, $\omega$, $i'_1$, $i'_1$ and $i''_1$ from Eqs. (2.4), (2.5), (2.7) and (2.9) under the boundary condition (2.8) and the initial conditions.

3. The statement of the eigenvalue problem. The above mathematical problem can be treated by the stability theory of the viscous fluid mechanics\cite{13,14}. Since these equations contain only the derivatives with respect to time $t$ but not the time $t$ itself, it is expected that there may be a solution proportional to the exponential function $e^{it\lambda}$. Furthermore, as the equation of boundary condition for perturbed motion is homogeneous, so the eigenvalue problem of $\lambda$ can be derived. If the imaginary parts of all the eigenvalues are positive, the motion is stable; otherwise, there is at least an imaginary part of an eigenvalue being negative, and then the motion is unstable\cite{13,14}.

Suppose that

$$\omega = \omega_0 e^{it\lambda} = (\omega_0, \omega_2, \omega_0) e^{it\lambda},$$

$$v = V(r)e^{it\lambda}, \quad p = p(r)e^{it\lambda}. \quad (2.10)$$

Substituting the first equation of (2.10) into (2.9), we have

$$i'_1 = \left(1, \quad \frac{-i\omega_2 e^{it\lambda}}{\lambda}, \quad \frac{i\omega_3 e^{it\lambda}}{\lambda}\right),$$

$$i''_1 = \left(\frac{i\omega_2}{\lambda} e^{it\lambda}, \quad 1, \quad \frac{-i\omega_3}{\lambda} e^{it\lambda}\right),$$

$$i'''_1 = \left(-\frac{i\omega_2}{\lambda} e^{it\lambda}, \quad \frac{i\omega_3}{\lambda} e^{it\lambda}, \quad 1\right). \quad (2.11)$$

Then substituting (2.10) into (2.4), (2.5), (2.7), (2.9) and (2.8), we obtain the following eigenvalue problem:

$$\left\{ i\lambda (A_1, \omega_0, B_1, \omega_0, C_1, \omega_0) + \lambda (A_1 + B_1 - C_1) \Omega_0 \times \omega_0 + i(M_1 g h_1 + M_2 g h_2) (\omega_0, \omega_2, 0) 
+ i \hat{\Omega}_0 \left[(B_1 - C_1 + B_2 - C_2) \omega_0, (A_1 - C_1 + A_2 - C_2) \omega_2, 0\right] 
+ \lambda \int_s \mathbf{r} \times (-p I + \mathbf{r}) \cdot \mathbf{n} ds = 0, \quad (2.12) \right.$$

$$i\lambda V + 2 \Omega_0 \times V = \frac{1}{\rho} \nabla \cdot (-p I + \mathbf{r}), \quad (2.13)$$

$$\nabla \cdot V = 0, \quad (2.14)$$

on the surface $s$, $V\big|_s = \omega_0 \times r$, \quad (2.15)

where $\tau$ is the viscous stress tensor, $\tau_{ij} = \mu \left(\frac{\partial V_i}{\partial x_j} + \frac{\partial V_j}{\partial x_i}\right)$, and $I$ is the unit tensor.

It is easy to prove that if $\lambda$, $\omega_0$, $V$ and $p$ are the solution of the eigenvalue problem defined by (2.12)—(2.15)(denoted as the problem $A$), then $i\lambda^*, \omega_0^*, V^*$ and $p^*$ are the solution too. In the following, we shall treat the problem $A$ by the variational method of non-selfadjoint operator\cite{15}.

III. GENERAL FORM OF VARIATIONAL PRINCIPLE

1. Adjoint eigenvalue problem (denoted as problem $A^*$)

\[
\begin{align*}
\begin{cases}
\mu^2(A_1\sigma_2, B_1\sigma_2, C_1\sigma_2) - \mu(A_1 + B_1 - C_1)Q_0 \times \sigma_0 + i(M_1gh_1 + M_2gh_2)(\sigma_{10}, \sigma_{20}, \sigma) \\
+ iQ_0[(B_1 - C_1 + B_2 - C_2)\sigma_{10}, (A_1 - C_1 + A_2 - C_2)\sigma_{20}, \sigma] \\
+ \mu \int_I \mathbf{r} \times (-QI + \mathbf{T}) \cdot \mathbf{n} ds = 0,
\end{cases}
\end{align*}
\]

(3.1)

\[
\begin{align*}
i\mu U - 2Q_0 \times U &= \frac{1}{\rho} \nabla \cdot (-QI + \mathbf{T}),
\end{align*}
\]

(3.2)

\[
\begin{align*}
\nabla \cdot U &= 0,
\end{align*}
\]

(3.3)

\[
\begin{align*}
on the surface \ s, \ U|_s &= \sigma_0 \times \mathbf{r},
\end{align*}
\]

(3.4)

where the components of $\mathbf{T}$ are $T_{ij} = \mu \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)$ and $\sigma_0 = (\sigma_{10}, \sigma_{20}, \sigma_{20})$.

The problems $A$ and $A^*$ have their clear physical meaning. If $A$ is referred to the case of the right-handed rotation, then $A^*$ is referred to the left-handed rotation. It is easily proved that if the eigenvalues $\mu, \sigma, U, Q$ are the solutions of the problem $A^*$ then $i\mu^*, \sigma^*$ and $Q^*$ are also its solutions. Later on, we shall prove that $A$ and $A^*$ have the same series of eigenvalues.

2. Derivation of the variational equation. Suppose that $\lambda_1$, $\omega_1$, $V_1$ and $p_1$ are solutions of the problem $A$ and that $\mu_1, \sigma_1, U_1$ and $Q_1$ are solutions of the problem $A^*$. Multiplying the both sides of (2.13) by $U_1$, integrating over the volume $\tau$ occupied by the liquid, and using (2.14), (3.3) and (3.4), we get

\[
i\lambda_1 \iint_T \rho V_1 \cdot U_1 d\tau + 2 \iiint_T \rho (Q_0 \times V_1) \cdot U_1 d\tau
\]

\[
+ \frac{1}{2} \iiint_T \mu \left( \frac{\partial V_{1i}}{\partial x_j} + \frac{\partial V_{1j}}{\partial x_i} \right) \left( \frac{\partial U_{1i}}{\partial x_j} + \frac{\partial U_{1j}}{\partial x_i} \right) d\tau
\]

\[
= \iiint_T (\sigma_0 \times \mathbf{r}) \cdot (-p_1 I + \mathbf{r}) \cdot n d\tau.
\]

(3.5)

Again, multiplying the both sides of Eq. (2.12) by $\sigma_1$, we have

\[
i\lambda_1^2(A_1\omega_{1,0}\sigma_{1,1} + B_1\omega_{1,2}\sigma_{1,2} + C_1\omega_{1,3}\sigma_{1,3}) - \lambda Q_0(A_1 + B_1 - C_1)(\omega_{1,0}\sigma_{1,1}
\]

\[
- \omega_{1,2}\sigma_{1,2} + \omega_{1,3}\sigma_{1,3}) + i(M_1gh_1 + M_2gh_2)(\omega_{1,0}\sigma_{1,1} + \omega_{1,2}\sigma_{1,2}) + iQ_0[(B_1
\]

\[
- C_1 + B_2 - C_2)\omega_{1,0}\sigma_{1,1} + (A_1 - C_1 + A_2 - C_2)\omega_{1,2}\sigma_{1,2}]
\]

\[
+ \lambda_1 \iiint_T (\sigma_0 \times \mathbf{r}) \cdot [-RI + \mathbf{r}] \cdot n d\tau = 0.
\]

(3.6)

Eliminating the surface integral terms involving pressure from Eqs. (3.5) and (3.6), we get
\[(i\lambda)^2 \left[ (A_1,\omega_1,\sigma_{n1} + B_1,\omega_1,\sigma_{n2} + C_1,\omega_1,\sigma_{n3}) + \iiint \rho V_1 \cdot U_d \, d\tau \right] + (i\lambda) \left[ -(A_1 + B_2 - C_1)Q_6(\omega_1,\sigma_{n1} - \omega_1,\sigma_{n2}) + 2 \iiint \rho(Q_6 \times V_1) \right] \\
\cdot U_d \, d\tau + \iiint \mu \left( \frac{\partial V_{11}}{\partial x_1} + \frac{\partial V_{12}}{\partial x_1} \right) \left( \frac{\partial U_{11}}{\partial x_1} + \frac{\partial U_{12}}{\partial x_1} \right) \, d\tau \right] - (M_1gh_1 + M_2gh_2)(\omega_1,\sigma_{n1} + \omega_1,\sigma_{n2}) - Q_6^6 [(B_1 - C_1 + B_2 - C_2)\omega_1,\sigma_{n1} \\
+ (A_1 - C_1 + A_2 - C_2)\omega_1,\sigma_{n3}] = 0. \tag{3.7} \]

Similarly, multiplying the both sides of (3-1) by \( \omega \), integrating (3.2) with respect to \( \tau \) after multiplying its two sides by \( V_1 \), and eliminating the surface integral term in these resulting equations, we have

\[(i\mu)^2 \left[ (A_1,\omega_1,\sigma_{n1} + B_1,\omega_1,\sigma_{n2} + C_1,\omega_1,\sigma_{n3}) + \iiint \rho V_1 \cdot U_s \, d\tau \right] + (i\mu) \left[ -(A_1 + B_2 - C_1)Q_6(\omega_1,\sigma_{n1} - \omega_1,\sigma_{n2}) + 2 \iiint \rho(Q_6 \times V_1) \right] \\
\cdot U_s \, d\tau + \iiint \mu \left( \frac{\partial V_{11}}{\partial x_1} + \frac{\partial V_{12}}{\partial x_1} \right) \left( \frac{\partial U_{11}}{\partial x_1} + \frac{\partial U_{12}}{\partial x_1} \right) \, d\tau \right] - (M_1gh_1 + M_2gh_2)(\omega_1,\sigma_{n1} + \omega_1,\sigma_{n2}) - Q_6^6 [(B_1 - C_1 \\
+ B_2 - C_2)\omega_1,\sigma_{n1} + (A_1 - C_1 + A_2 - C_2)\omega_1,\sigma_{n3}] = 0. \tag{3.8} \]

From Eqs. (3.7) and (3.8), it can be seen that \( \lambda_i = \mu_i \) and thus we have proved that the problems \( A \) and \( A^r \) have the same series of eigenvalues.

In Eq. (3.7), by setting \( l = n \) and introducing the notations:

\[ A(\omega, \sigma) = A_1,\omega_1,\sigma_{n1} + B_1,\omega_1,\sigma_{n2} + C_1,\omega_1,\sigma_{n3}, \tag{3.9} \]

\[ I(V_1, U_1) = \iiint \rho V_1 \cdot U_d \, d\tau, \tag{3.10} \]

\[ B(\omega, \sigma) = (A_1 + B_2 - C_1)(Q_6 \times \omega) \cdot \sigma, \tag{3.11} \]

\[ \Phi(V_1, U_1) = 2 \iiint \rho(Q_6 \times V_1) \cdot U_d \, d\tau, \tag{3.12} \]

\[ \Phi(V_1, U_1) = \iiint \mu \left( \frac{\partial V_{11}}{\partial x_1} + \frac{\partial V_{12}}{\partial x_1} \right) \left( \frac{\partial U_{11}}{\partial x_1} + \frac{\partial U_{12}}{\partial x_1} \right) \, d\tau, \tag{3.13} \]

\[ L(\omega, \sigma) = Q_6^6 [(C_1 - B_1 + C_2 - B_2)\omega,\sigma_{n1} + (C_1 - A_1 \\
+ C_2 - A_2)\omega,\sigma_{n2}] - (M_1gh_1 + M_2gh_2)(\omega,\sigma_{n1} + \omega,\sigma_{n2}). \tag{3.14} \]

Eq. (3.7) may be written as

\[ [A(\omega, \sigma) + I(V_1, U_1)](i\lambda)^2 + [B(\omega, \sigma) + \Phi(V_1, U_1)] \\
+ \Phi(V_1, U_1)](i\lambda) + L(\omega, \sigma) = 0. \tag{3.15} \]
or

\[
(i\lambda_l) = \frac{1}{A(\omega_l, \sigma_j) + I(V_l, U_l)} \left\{ \frac{[B(\omega_l, \sigma_j) + \Psi(V_l, U_l) + \Phi(V_l, U_l)]}{2} \pm \sqrt{\frac{[B(\omega_l, \sigma_j) + \Psi(V_l, U_l) + \Phi(V_l, U_l)]^2}{2} - [A(\omega_l, \sigma_j) + I(V_l, U_l)] \cdot I(\omega_l, \sigma_j)} \right\}.
\]

\[\text{(3.16)}\]

Eqs. (3.15) and (3.16) are the required variational equations. Therefore the problems \(A\) and \(A^+\) are reduced to the functional variation problems. For any \(\varepsilon > 0\), all \(\frac{|\omega|}{\Omega_0} < \varepsilon\) and \(\frac{|\sigma|}{\Omega_0} < \varepsilon\) form a region \(R\) in six-dimensional space. If \(V\) and \(U\) are the continuous and differentiable functions defined on \(\tau\), and satisfy the additional conditions \(\nabla \cdot V = 0\), \(\nabla \cdot U = 0\) and \(V|_\tau = \omega \times \tau, U|_\tau = \sigma \times \tau\), then the whole of \(U\) and \(V\) forms a functional space \(M\), and the functional \(i\lambda(V, U, \omega, \sigma)\) is a functional defined on \(M + R\). This is a variational problem of nonlinear functional under the fixed boundary conditions.

3. Proof of the variational principle. Let \(\delta V, \delta U, \delta \omega\) and \(\delta \sigma\) be the variations of \(V, U, \omega\) and \(\sigma\), and satisfy \(U + \delta U \in M, V + \delta V \in M, \omega + \delta \omega \in R\) and \(\sigma + \delta \sigma \in R\), then it may be proved that when the functional \(i\lambda\) reaches its extreme values, the following relations can be obtained:

\[
\{2i\lambda[A(\omega, \sigma) + I(V, U)] + B(\omega, \sigma) + \Psi(V, U) + \Phi(V, U)\} i\delta \lambda = -\delta \sigma \left\{ (i\lambda) (A_{11}, \omega_1, B_1 \omega_2, C_1 \omega_3) + (i\lambda) (A_1 + B_1 - C_1) \Omega_0 \times \omega_0 \right.
\]

\[-\left. (M_{11} g_1 + M_{22} g_2) (\omega_1, \omega_2, 0) \right\} + i\lambda \left\{ \int \frac{1}{\rho} \left( \nabla \times (-pI + \tau) \cdot nds \right) \right.
\]

\[-\left. - \Omega_0 \left[ (B_1 - C_1 + B_2 - C_2) \omega_1, (A_1 - C_1 + A_2 - C_2) \omega_2, 0 \right] \right\} + \left\{ \int \delta U (i\lambda \rho) \left\{ (i\lambda) \nabla + 2 \Omega_0 \times V - \frac{1}{\rho} \nabla \times (-pI + \tau) \right\} d\tau \right.
\]

\[-\left. - \delta \omega \left\{ (i\lambda) (A_1 \sigma_1, B_1 \sigma_2, C_1 \sigma_3) - i\lambda (A_1 + B_1 - C_1) \Omega_0 \times \sigma_0 \right\} \right. \]

\[-\left. - (M_{11} g_1 + M_{22} g_2) (\sigma_1, \sigma_2, 0) \right\} + i\lambda \left\{ \int \frac{1}{\rho} \left( \nabla \times (-pI + T) \cdot nds \right) \right. \]

\[-\left. - \Omega_0 \left[ (B_1 - C_1 + B_2 - C_2) \sigma_1, (A_1 - C_1 + A_2 - C_2) \sigma_2, 0 \right] \right\} \right.

\[-\left. - \left\{ \int \delta U (i\lambda \rho) \left\{ (i\lambda) U - 2 \Omega_0 \times U - \frac{1}{\rho} \nabla \times (-pI + T) \right\} \delta V d\tau \right. \right. \]

\[= 0. \text{(3.17)}\]

From the above equation, by using the fundamental lemma of the variational method ([8], Vol. 1, Chap. 4., §3), it is concluded that when the functional \(i\lambda(V, U, \omega, \sigma)\) defined on the region \(M + R\) takes its extreme value, the solutions of the eigenvalue problems \(A\) and \(A^+\) are derived; on the other hand, the solutions of problems \(A\) and \(A^+\) cause the functional \(i\lambda\) to take its extreme values. Hence, the variational Eq. (3.15) or (3.16) provides the variational basis of the approximate method in the treatment of stability and it is also the fundamental starting point in the discussion of the signs of the imaginary parts of the eigenvalues.
4. Integral relation of the eigenvalue. Now, we shall determine the signs of the imaginary parts of the eigenvalues from the variational Eq. (3.16). Substituting $\omega^*$ for $\sigma$ and $V^*$ for $U$ in Eq. (3.15) or (3.16), the integral relation of the eigenvalue may be obtained as follows:

$$(A + I)(i\lambda)^2 + (B + \Psi + \Phi)(i\lambda) + L = 0,$$

or

$$i\lambda = \frac{1}{A + I} \left\{ \frac{-B + \Psi + \Phi}{2} \pm \sqrt{\left[ \frac{B + \Psi + \Phi}{2} \right]^2 - (A + I) \cdot L} \right\},$$

where

$$A(\omega, \omega^*) = A_1\omega\omega^*_1 + B_1\omega_2\omega^*_2 + C_1\omega_3\omega^*_3,$$

$$I = I(V, V^*) = \iint r V \cdot V^* dr,$$

$$B = B(\omega, \omega^*) = (A_1 + B_1 - C_1)(Q_0 \times \omega) \cdot \omega^*,$$

$$\Psi = \Psi(V, V^*) = 2 \iint \rho (Q_0 \times V) \cdot V^* dr,$$

$$\Phi = \Phi(V, V^*) = \iint \frac{\mu}{2} \left( \frac{\partial V_1}{\partial x_1} + \frac{\partial V_1}{\partial x_2} \right)^2 dr,$$

$$L = L(\omega, \omega^*) = \Xi_0[(C_1 - B_1 + C_2 - B_2)\omega_1\omega^*_2 + (C_1 - A_1 \n C_2 - A_2)\omega_2\omega^*_3] - (M_1gh_1 + M_2gh_2)(\omega_1\omega^*_2 + \omega_2\omega^*_3).$$

It may be proved that the eigenvalues determined from the variational Eqs. (3.15) and (3.18) have a one to one correspondence.

First, let $U = U - V^* + V^* = V^* + \delta V^*$, $\sigma = \sigma - \omega + \omega^* = \omega^* + \delta \omega^*$ in variational equation (3.15). Then we derive the transformation equation (3.15) by the same procedure as in deriving variational equation as follows:

$$\{(A + I)(i\lambda)^2 + (B + \Psi + \Phi)(i\lambda) + L\}
+ \delta \omega^* \left\{ (i\lambda)^2 (A_1\sigma_1, B_1\sigma_2, C_1\sigma_3) - (i\lambda)(A_1 + B_1 - C_1)Q_0 \times \sigma_0 \right.
- (M_1gh_1 + M_2gh_2)(\sigma_1, \sigma_2, 0) + i\lambda \left. \left\{ \iint r \times (-QI + T) \cdot n ds \right. \right.
- \iint \left. \left[ (i\lambda)Q_0 \times Q_0 - \left. \frac{1}{\rho} \nabla \cdot (-QI + T) \right] \delta V^* dr = 0. \right. \right. \right.$$

Since $\sigma$, $U$ and $Q$ are the solutions of problem $A^+$, this just proves that the eigenvalue determined from Eq. (3.15) is the same as those determined from (3.18).

On the other hand, by the entire analogous procedure, Eq. (3.15) may be derived from (3.18). Hence, we may analyse the critical condition of stability only by the integral relation (3.19) of the eigenvalue.
VI. STABILITY CRITERIA OF MOTION OF A SOLID BODY CONTAINING LIQUID

The various quantities in the integral relation of eigenvalue (3.19), as expressed by Eqs. (3.20)—(3.25), have a clear physical meaning: \( A(\omega, \omega^*) > 0 \) represents kinetic energy of the perturbed motion of the solid shell; \( I(V, V^*) > 0 \) represents kinetic energy of the perturbed motion of the liquid; \( B(\omega, \omega^*) \) and \( \Psi(V, V^*) \) are pure imaginary numbers corresponding formally to the work done by Coriolis force; \( \Phi(V, V^*) > 0 \) represents the dissipative work done by the viscous force of the liquid; \( L(\omega, \omega^*) \) corresponds to the change in the potential energy of the system caused by perturbed motion.

Now, we are concerned with the general case of arbitrarily shaped solid body with cavities completely filled with incompressible viscous liquid, with only a limitation that the principal axes of inertia of the solid body and liquid coincide with each other. Let their principal moments of inertia be \( A_1, B_1, C_1 \) and \( A_2, B_2, C_2 \), their masses be \( M_1 \) and \( M_2 \), and distances of their centre of gravity from the fixed point \( o \) be \( h_1 \) and \( h_2 \), respectively. According to Eq. (3.19), and by using the following lemma:

**Lemma 1.** Let \( Z = e + i f \ (e > 0) \) and \( a \) be any real number, then

\[
(1) \quad \text{Re} \left\{ -Z \pm \sqrt{Z^2 - a^2} \right\} < 0, \tag{4.1}
\]

\[
(2) \quad 0 < \max \{\text{Re} \left[ -Z \pm \sqrt{Z^2 + a^2} \right]\} < a, \tag{4.2}
\]

the criteria of stability may be obtained as follows:

**Theorem 1.** If all the eigenvectors \( \omega \) satisfy the equation

\[
L(\omega, \omega^*) = \Omega \frac{(C_1 - B_1 + C_2 - B_2)\omega_1^2\omega_1^* + (C_1 - A_1 + C_2 - A_2)\omega_2\omega_2^*}{2} - (M_1 h_1 + M_2 h_2)(\omega_1\omega_1^* + \omega_2\omega_2^*) > 0, \tag{4.3}
\]

then the rotation of a solid body containing liquid must be stable.

**Proof.** According to the theory of stability of viscous fluid motion, when the imaginary parts of all eigenvalues are positive, the motion is stable\[15,16\]. Now we may prove the theorem by the reduction to absurdity. If there existed a certain eigenvector \( \omega_K \) satisfying \( L(\omega_K, \omega_K^*) < 0 \), we might obtain

\[
\text{Re}(i\lambda) = \frac{1}{A + i} \text{Re} \left\{ -Z + \sqrt{Z^2 + a^2} \right\} > 0
\]

from Eq. (4.2), in which we set

\[
e = \frac{1}{2} \Phi(V, V^*) > 0, \quad if = \frac{1}{2} B(\omega_K, \omega_K^*) + \Psi(V, V^*)
\]

\[
a^2 = - [A(\omega_K, \omega_K^*) + I(V, V^*)] \cdot L(\omega_K, \omega_K^*) > 0,
\]

(where \( V \) may be an arbitrary continuous function). If the eigenvelocity function \( V_K \) corresponding to \( \omega_K \) were substituted for \( V \), \( \lambda \) would be the eigenvalue \( \lambda_K \) corresponding to \( \omega_K \) and \( V_K \). The imaginary part of this \( \lambda_K \) would be negative. This is obviously contrary to the assumption for stability.
Corollary 1. When it holds that
\[
\mathcal{Q}(C_1 - A_1 + C_2 - A_2) > M_1 gh_1 + M_2 gh_2, \tag{4.4}
\]
where \(A_1 \geq B_1, A_2 \geq B_2\), the rotation of the solid body containing liquid must be stable.

This result has been obtained by Rumyantsev only under the stability definition referred to a part of variables ([4], Chap. 3, §3).

Corollary 2. When \(h_1 = h_2 = 0\) and if
\[
C_1 - A_1 + C_2 - A_2 > 0, \quad C_1 - B_1 + C_2 - B_2 > 0 \tag{4.5}
\]
holds, the free gyroscopic motion of a solid body containing liquid must be stable, namely, the free gyration around its shortest principal axis of inertia is stable.

This result has been obtained by Chernous'ko ([6] Chap. 4.) and Smirnova only in the case of a small viscosity and a special shape of the cavity.

By the procedures entirely analogous to the proof of Theorem 1, we may derive theorems of instability as follows:

Theorem 2. If there exists at least an eigenvector \(\omega\) satisfying
\[
L(\omega, \omega^*) = \mathcal{Q}^n[(C_1 - B_1 + C_2 - B_2)\omega_1 \omega_1^* + (C_1 - A_1 + C_2 - A_2)\omega_2 \omega_2^*] - (M_1 gh_1 + M_2 gh_2)(\omega_1 \omega_1^* + \omega_2 \omega_2^*) < 0, \tag{4.6}
\]
the rotation of a solid body containing liquid must be unstable.

Corollary 3. When
\[
\mathcal{Q}(C_1 - A_1 + C_2 - A_2) < M_1 gh_1 + M_2 gh_2 \tag{4.7}
\]
holds, where \(A_1 \leq B_1\), and \(A_2 \leq B_2\), the rotation of a solid body containing liquid must be unstable.

Corollary 4. When \(h_1 = h_2 = 0\) and if
\[
C_1 - A_1 + C_2 - A_2 < 0 \quad (A_1 < B_1, A_2 < B_2), \tag{4.8}
\]
then, the free gyration of a solid body containing liquid must be unstable, namely, the free gyration around its longest principal axis of inertia is unstable.

For the axisymmetric case, i.e. \(A_1 = B_1, A_2 = B_2\), according to Theorems 1 and 2, the following theorem immediately follows:

Theorem 3. When a solid body containing liquid rotates uniformly around the symmetric axis and if it satisfies
\[
\mathcal{Q}(C_1 - A_1 + C_2 - A_2) > M_1 gh_1 + M_2 gh_2 \quad (A_1 = B_1, A_2 = B_2), \tag{4.9}
\]
the motion is stable. If it satisfies
\[
\mathcal{Q}(C_1 - A_1 + C_2 - A_2) < M_1 gh_1 + M_2 gh_2 \quad (A_1 = B_1, A_2 = B_2), \tag{4.10}
\]
the motion is unstable.
The results, obtained by Sobolev[11], Ishliskii and Temcheko[12] and others, are the special cases of this theorem.

**Theorem 4.** When the axisymmetric solid body containing liquid rotates freely around the symmetric axis, the sufficient and necessary conditions for the motion to be stable are that the symmetric axis must be the shortest principal axis of inertia.

V. Remarks on Zhukovskii’s Theorem

Zhukovskii proved that the motion of the ideal liquid completely filled in the cavities of a solid body is equivalent to that of a rigid body (see [4], Chap. 2, §2). The conclusion for stability of uniform rotation of a solid body with cavities completely filled with ideal liquid is analogous to the conclusion for stability of rotation of a rigid body without cavities[4,15], which may be stated as follows:

The rotation around the longest or the shortest principal axis of inertia is stable, only the rotation around the intermediate axis is unstable.

We have studied the effect of the viscosity on the stability of rotation of a solid body with cavities completely filled with liquid and proved that only the rotation around the shortest principal axis of inertia is stable. Rumyantsev proved that this is the sufficient condition for the stability theory referred to a part of variables (see [4], Chap 3, §4). Hence, Zhukovskii’s conclusion should be revised correspondingly as follows: A solid body with cavities completely filled with liquid, only in rotating about its shortest principal axis of inertia, does acquire the “gyroscopic stabilizing effect”.

VI. Applications

The variational method developed in this paper introduces a new method for treating the theory of stability of motion of a solid body containing liquid. It may also be used, in principle, for the problem of stability of a small perturbed motion as described in [4]—[6]. In treating the case with viscosity, this method is more effective. Its limitation lies in its inability to treat the nonlinear problem.

Now, some possible applications of the method can be listed as follows:

(1) Solving the Columbus problem. This is a classical problem, its solution has found practical application in the theory of liquid gyroscope and geophysics. We will treat this problem in another paper.

(2) Dealing with the problem of stability of motion of a solid body with cavities partly filled with liquid[14,15].

(3) Treating the cases where the shell with liquid-filled cavities is elastic or connects with an elastic frame[16,17].
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