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In this  paper,  inertial  effects,  mass  interface  and  mass  transfer  mechanism  are  taken  into  account.  By
applying  an  updated  space  and  time  conservation  element  and  solution  element  (CE/SE)  method  and
hybrid  particle  level-set  method,  the  stability  simulation  of the  density-driven  convection  in deep  saline
aquifers  is  presented  for short-term  storage  of  CO2.  The  mass  transfer  equations  coupled  with  two  phase
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fluid flow  equations  are  solved  numerically  to investigate  effects  of  CO2 dissolution  into  brine  on  migra-
tion.  Results  show  that  Taylor  instability  phenomenon  has  been  observed  in  CO2 storage  in saline  aquifers
for  short  time  scales,  which  contributes  to the  further  dissolution  of  CO2 in  saline  aquifers.  Density-driven
convection  dominates  hydrodynamic  trapping,  while  dissolution  process  of  CO2 also  has  a  great  influence
on CO2 sequestration.
ybrid particle level set method

. Introduction

Both China and the world are facing the pressure and challenge
f climate change. CCS (CO2 capture and storage) is one of the prior
olutions to reduce CO2 emission under the current energy struc-
ure. The most promising way of achieving CO2 reduction is to inject
f CO2 in deep saline aquifers (Bachu et al., 1994; Hitchon et al.,
999; John, 2004). The saline aquifers have a large potential for
O2 sequestration in geological medium (Soong et al., 2004). There
re three mechanisms for CO2 storage in saline aquifers (Hitchon
t al., 1999). First, CO2 can be trapped as supercritical fluid or a
as in a formation, referred as hydrodynamic trapping. Second,
O2 can dissolve into the brine groundwater, called solubility trap-
ing. The third mechanism is mineral trapping, where CO2 can
eact directly or indirectly with minerals in the geological forma-
ion, resulting in the precipitation of secondary carbonates. Of the
hree mechanisms, hydrodynamic trapping dominates CO2 migra-
ion and build-up in saline aquifers for short-time scales (Bachu,
000). Density-driven convection due to the larger density of brine

han that of CO2 mainly contributes to the hydrodynamic trapping
rocess, and plays an important role in determining the ultimate
ate of CO2 in saline aquifers (Kenta et al., 2008). The density-driven
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convection in porous media can be analogous to the temperature-
driven Rayleigh–Benard convection (Lapwood, 1948). The onset
of transient convective instability in isotropic porous media has
been investigated by many researchers through linear (Caltagirone,
1980) and non-linear (Straughan and Walker, 1996) stability anal-
yses. The transient linear stability analysis in an anisotropic porous
medium was  performed by Ennis and Paterson (2003).  Recently, Xu
et al. (2006) studied the density-driven convection due to the larger
density of CO2 saturated brine (approximately 10 kg/m3 denser)
than that of the unsaturated brine. The effects of both vertical and
horizontal permeability variations on the stability criteria were
considered. The stability criteria and critical time for the appear-
ance of convective phenomena were studied with both linear and
global stability analyses for long-term storage of carbon dioxide
(CO2), with anisotropic permeability. However, whether such a dis-
turbance leads to continuous convective mixing may be addressed
by resorting to high-resolution two phase flow simulations.

Investigation found that when the supercritical CO2 is injected
into deep saline aquifers above the critical point of CO2, because the
density of supercritical CO2 (ScCO2) is lower than that of brine, the
ScCO2 will migrate upwards after injection. In the density-driven
convection process, the heavier brine will migrate downward and
be replaced by ScCO2. The convective mixing will greatly accelerate
the solubility trapping. The speed of convection is partially orders

of magnitude faster than that of pure diffusion (Xu et al., 2006).
To our best knowledge, a novel contribution on the instability of
ScCO2–water interface (as shown in Fig. 1) during upward migra-
tion has not been investigated, and it is obviously different from the

dx.doi.org/10.1016/j.ijggc.2010.11.004
http://www.sciencedirect.com/science/journal/17505836
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Fig. 1. Schematic map of phase interface and its instability in saline aquifers.

ensity-driven convection of CO2 saturated brine as investigated in
he previous studies.

The instability of CO2–water interface in deep saline aquifers
s highly nonlinear phenomena and hardly described by analyti-
al solutions. Hence numerical methods have to be proposed and
pplied. However, two primary challenges are still confronted in
he numerical methods, including the numerical scheme for the
overning equations and the special treatments for the fluid or
hase interfaces. The governing equations for the multiphase flows

n CO2 storage can be traditionally formulated in two  ways known
s Lagrangian and Eulerian method. The main limitation of the
agrangian approach is that the results are inaccurate with using
he finite difference approximation when the grid cells are distorted
ignificantly. The Eulerian approach is difficult to identify the phase
nterfaces accurately at each time step. Therefore, a high-accuracy
uid or phase interface tracing algorithm must be adopted for the
ulerian approach. The CE/SE method (the space–time conserva-
ion element and solution element method) originally proposed by
hang (1995) is a novel high-resolution CFD method for hyperbolic
onservation laws. The hybrid particle level set method (HPLS) was
eveloped by Enright et al. (2002), which is a robust technique to
apture phase interfaces.

In this paper, the study focus is placed on the physical conser-
ation laws in order to capture multiphase fluid physics process,
hase interfaces (CO2/brine water) and stability of phase interfaces
ore efficiently and realistically. The higher-order CE/SE (space

nd time conservation element and solution element) method is
pplied to simulate key aspects of hydrodynamic trapping and
olubility trapping. The hybrid particle level-set (HPLS) method,
hich can accurately capture phase interfaces between CO2 and

rine, is also used. The experimental results of water and kerosene
nteraction in T-shaped tube and the dam break problem are uti-
ized to evaluate and validate the proposed method. The onset of
ransient convective instability of CO2 storage in isotropic porous
aline aquifers is numerically simulated. Then CO2 dissolution into
aline aquifer is also investigated. This paper presents a phase inter-
ace mechanism for the stability simulation of the density-driven
onvection, which could be useful for fundamental studies on two-
hase CO2–water flow dynamics with possible applications to CO2
torage in deep saline aquifers.

. Numerical method

.1. Governing equations

We assume that (1) the supercritical CO2 and brine water are

mmiscible, and the saline aquifer is the isotropic and homogeneous
orous media. Thermal equilibrium is also assumed; (2) the two
uids are viscous, Newtonian and incompressible; (3) the flow is

sothermal, the interface tension is taken as constant and there is
house Gas Control 5 (2011) 986–994 987

no interfacial resistance to mass transfer; and (4) CO2 dissolution is
assumed to have no effect on the physical properties of the system.

Based on the most robust derivation of the volume-averaged
Navier–Stokes equations performed by Whitaker (1996) and Liu
et al. (2007),  a set of governing equations for mass and momentum
is obtained as follows:

Continuity equation:

∂ui

∂xi
= 0 (1)

Momentum equation:

∂ui

∂t
+ ∂

∂xj

(
1
ϕ

uiuj

)
= −ϕ

�

∂P

∂xi
+ 1

�

∂

∂xj

(
�

(
∂ui

∂xj
+ ∂uj

∂xi

))

− ϕ�

�K
ui − ϕFb√

K
ui

√
u2

i
+ u2

j
− ϕ

�
�FSV − ϕgi (2)

where ui, uj and P are the volume-averaged velocities and pressure,
respectively. K is called the permeability tensor, ϕ is porosity, and t
presents time. There exist two  viscous terms. The first is the Lapla-
cian term (the second term on the right) analogous to that in the
Navier–Stokes equation and the second is the usual Darcy term (the
third term on the right). The Forchheimer term (the fourth term on
the right) in Eq. (2) represents a volume-averaged drag term due
to inertial effects. The five term on the right is referred as the sur-
face tension force. By employing a CSF (continuum surface force)
model (Brackbill et al., 1992) of the surface tension force for the
level set approach (Osher and Sethian, 1988), the surface tension is
reformulated as a volume force,

�FSV = k(�)ı˛(�)∇� (3)

where � is a smooth level set function, which is positive out-
side the interface, negative inside the interface and zero at
the interface. ı is a surface tension delta function and k is
the interface front curvature. In a two-dimensional coordinate
system, mass and momentum conservation (Yang et al., 2010)
with the level set approach incorporated are written in terms
of dimensionless variables, with dimensionless groups of the
Reynolds, Froude, Weber numbers, Darcy number and inertial fac-
tor as Re = �oLU/�o, Fr = U2/gL, We  = �oLU2/�o, Da = K/L2, and Fb =
1.75/

√
150�3, respectively. �̄ and �̄ are the dimensionless ratios

of the viscosity and density. ϕ is the porosity. For further detailed
information about the non-dimensional equations, readers should
refer to the lecture (Yang et al., 2010). For simplicity, hereafter we
denote �� and �� as �̄ and �̄, respectively. To prevent numerical
instability, it is necessary to smooth the values of the density �ε

and viscosity �ε as:

�ε(�) = �� + (1 − ��)Hε(�)

�ε(�) = �� + (1 − ��)Hε(�)
(4)

where the Heaviside function (Enright et al., 2002) Hε(�) is formu-
lated as followings:

He(�) =

⎧⎨
⎩

0 � < −ε
1
2

(
1 + �

ε
+ 1



sin

(

�

ε

))
�| ≤ ε

1 � > ε

(5)

2.2. Mass transport equation

The equation of mass transport is formulated as followings

(Yang and Mao, 2005)

∂Ci

∂t
+ ∂(Ciuj)

∂xj
= ∂

∂xj

(
Di

∂Ci

∂xj

)
(6-1)
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Fig. 2. Schematic map of hybrid particle level-set method (HPLS).

here i indicates the group, Di is the diffusion coefficient, and Ci
s the concentration for each phases. The quantitative simulation
f interphase mass transfer is turned out to be especially challeng-
ng, because different diffusivities in two liquid phases result in the
iscontinuity of concentration gradient, and the distribution coeffi-
ient of a solute not equal to unity leads to the solute concentration
iscontinuous across the interface. We  refer reader to Yang et al.
2006) for detail description to overcome this challenge.

.3. Interface treatment method: hybrid particle level-set method

Based on volume-averaged concept and ordinary level-set
ethod (Osher and Sethian, 1988), the following equation will

volve the zero level set function in porous media (Yang et al., 2010;
ang and Zhang, 2010):

∂�

∂t
+ ui

∂�

∂xi
= 0 (6-2)

he above level set equation is solved using a five-order WENO
iscretization and Runge–Kutta method (Jiang and Peng, 2000).
ussman et al. (1994) presented a reinitialization equation insure
hat values for level set function will not be greatly distorted. The
einitialization equation can be reformulated as:

�� + w · ∇� = signε(�o)

�(�x, 0) = �o(�x)
(7)

here w = signε(�o)∇�/|∇�|, |∇�| =
√

�2
x + �2

y + �2
z , and

ignε(�o) = 2(Hε(�o) − 1/2) the sign function. The numerical
iscretization of the reinitialization equation of the level set func-
ion will not preserve the total mass conservation. To overcome
his difficulty, the hybrid particle level set (HPLS) method (Enright,
002) can be presented to conduct the solution of the reinitial-

zation equation. Particle level set method is a coupling method
f Lagrangian method and Eulerian method, which merges the
est aspects of Eulerian front capturing schemes and Lagrangian
ront-tracking methods for improved mass conservation in a fluid
ow. Massless marker particles were inserted to correct mass loss

n level set function using the characteristic information of the
scaped massless marker (as shown in Fig. 2). The particle level
et method maintains the nice geometric properties of level set
ethod, and performs favorably in the conservation of mass and

or interface resolution. The particle Lagrangian function is written
s:

dr̄p
dt
= �V(r̄p) (8)

here r̄p is the location of the particle, and V̄ is the particle veloc-
ty. The third-order Runge–Kutta scheme is used to solve Eq. (8).
Fig. 3. Mesh construction of the updated CE/SE method: (a) mesh points projection
on  xy plane, (b) conservation element CE(P′), and (c) solution element SE(P′).

For further detailed information about the HPLS method, readers
should refer to the literature (Enright et al., 2002).

2.4. CE/SE method

The CE/SE method (the space–time conservation element and
solution element method) originally proposed by Chang (1995) is
a novel high-resolution CFD method for hyperbolic conservation
laws. In this paper, an updated space–time conservation element
and solution element (CE/SE) scheme is proposed. The SEs (solution
elements) and CEs (conservation elements) are demonstrated in
Fig. 3. The governing Eqs. (1) and (2) can be rewritten as the Euler
equation (Wang et al., 2009; Yang et al., 2009):

∂Q
∂t

+ ∂E(Q)
∂x

+ ∂F(Q)
∂y

= S(Q) (9)

where Q, E, F, and S are vectors of the primary variable,

fluxes in the (x, y) directions and the source term, respec-
tively. Wang et al. (2009) and Yang et al. (2009) proposed
an improved CE/SE method with the first order accuracy by
adopting general hexahedrons mesh to construct CEs and SEs,
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hich is different from that of the Chang’s (1995) original CE/SE
ethod.
Here, we deduce the two-dimensional CE/SE scheme with the

econd-order accuracy for flows in porous medium. Let j, k, and n
enote a set of space–time mesh points, where n = 0, ± (1/2), ± 1,

 (3/2), . . . for time, j = 0, ± (1/2), ± 1, ± (3/2), . . . for x, and k = 0,
 (1/2), ± 1, ± (3/2), . . . for y. A SE is defined as the vicinity of a
esh point and the whole space–time region is divided into non-

verlapping CEs. Assume that the physical variables in every SE are
pproximated by the Taylor’s expansions at the mesh point associ-
ted with the SE, and the conservation Eq. (4) is satisfied in every
E. Let x1 = x, x2 = y, and x3 = t, be considered as the coordinates of

 Euclidean space E3. By means of the Gauss’ divergence theorem,
q. (9) is rewritten in form of:

s(v)

Hm · ds =
∫

SmdV (10)

here Hm = (Em, Fm, Qm) is the space–time flux vector. Here, Qm, Em

nd Fm are the components of vector Q, E and F, respectively. Sm

s the components of the source term vector. S(V) is the boundary
f an arbitrary space–time region V in E3, ds = d� · n with d� and n,
espectively, being the area and the outward unit normal of a sur-
ace element on S(V). Fig. 3(a) shows the projection of mesh points
n the x − y plane, in which the interval between the mesh points
and © is �t/2 in the time coordinate or 1/2 in the mesh number

. For any point P′(j, k, n) on which the variables are solved, define
he solution element SE(P′) constituted by the three vertical planes
ntersecting at P′(j, k, n) and their neighborhood space as demon-
trated in Fig. 3(b). Suppose that Qm, Em and Fm at point (t, x, y) in
E (P′) are approximated by the second-order Taylor expansions at
′(j, k, n), i.e.,

Qm(dx, dy, dt)P′ = (Qm)P′ + (Qmx)P′ dx + (Qmy)P′ dy + (Qmt)P′ dt

+ 1
2

(Qmxx)P′ (dx)2 + 1
2

(Qmyy)P′ (dy)2 + 1
2

(Qmtt)P′ (dt)2

+ (Qmxt)P′ (dx · dt)  + (Qmyt)P′ (dy · dt)  + (Qmxy)P′ (dx · dy)

Em(dx, dy, dt)P′ = (Em)P′ + (Emx)P′ dx + (Emy)P′ dy + (Emt)P′ dt

+ 1
2

(Emxx)P′ (dx)2 + 1
2

(Emyy)P′ (dy)2 + 1
2

(Emtt)P′ (dt)2

+ (Emxt)P′ (dx · dt)  + (Emyt)P′ (dy · dt)  + (Emxy)P′ (dx · dy)

Fm(dx, dy, dt)P′ = (Fm)P′ + (Fmx)P′ dx + (Fmy)P′ dy + (Fmt)P′ dt

+ 1
2

(Fmxx)P′ (dx)2 + 1
2

(Fmyy)P′ (dy)2 + 1
2

(Fmtt)P′ (dt)2

+ (Fmxt)P′ (dx · dt)  + (Fmyt)P′ (dy · dt)  + (Fmxy)P′ (dx · dy)

(11)

ere dx = x − xP′ , dy = y − yP′ and dt = t − tP′ where xP′ , yP′ and tP′
re the position coordinates of point P′. Substituting Eq. (11) into
q. (9) gives

(Qmt)P′ = −(Emx)P′ − (Fmy)P′ + (Sm)P′

(Qmxt)P′ = −(Emxx)P′ − (Fmxy)P′ + (Smx)P′

(Qmyt)P′ = −(Emxy)P′ − (Fmyy)P′ + (Smy)P′

(Qmtt)P′ = −(Emxt)P′ − (Fmyt)P′ + (Smt)P′

(12)

he above equations imply that the variables required in compu-
ation are (Qm)P′ , (Qmx)P′ and (Qmy)P′ , because Sm, Em, and Fm are
he function of Qm. Define the conservation element CE(P′) as illus-
rated in Fig. 3(c). It can be seen that CE(P′) is related to not only

E(P′) but also to the SEs of SE(A), SE(C), SE(E) and SE(G). Note that
he values of physical variables on mesh points A, C, E and G are
iven. Assume that the integral conservation laws are satisfied for
very CE. Integrating Eq. (10) on the surfaces of CE(P′) with the aid
house Gas Control 5 (2011) 986–994 989

of Eq. (11), we find:

(Qm)P′ + 1
24

�x

�y
(Qmxx)P′ + 1

24
�y

�x
(Qmyy)P′ − �t

4
(Sm)P′

= 1
4

(
Q̄ + �t

�x
Ē + �t

�y
F̄ + �t

4
S̄
)

(13)

where

Q̄ = Qm

(
A,

�x

4
,

�y

4
, 0

)
+ Qm

(
C, −�x

4
,

�y

4
, 0

)

+ Qm

(
E, −�x

4
, −�y

4
, 0

)
+ Qm

(
G,

�x

4
, −�y

4
, 0

)

Ē = Em

(
A, 0,

�y

4
,

�t

4

)
− Em

(
C, 0,

�y

4
,

�t

4

)

− Em

(
E, 0, −�y

4
,

�t

4

)
+ Em

(
G, 0, −�y

4
,

�t

4

)

F̄ = Fm

(
A,

�x

4
, 0,

�t

4

)
+ Fm

(
C, −�x

4
, 0,

�t

4

)

−Fm

(
E, −�x

4
, 0,

�t

4

)
− Fm

(
G,

�x

4
, 0,

�t

4

)

S̄ = Sm(A) + Sm(C) + Sm(E) + Sm(G)

(14)

Using the continuity conditions at points A′, C′, E′ and G′, the deriva-
tives of Qm with respect to x and y are obtained as follows:

(Qx)P′ = W[(Qx)−
P′ , (Qx)+

P′ , ˛]
(Qy)P′ = W[(Qy)−

P′ , (Qy)+
P′ , ˛]

(Qmxx)P′ = 1
�x

[(Qmx)D′ − (Qmx)H′ ]

(Qmyy)P′ = 1
�y

[(Qmy)F ′ − (Qmy)B′ ]

(Qmxy)P′ = 1
2

[(

Q mxy)P′ + (


Q myx)P′ ]

(15)

where

(Qmx)D′ = Qmx(C, 0, 0, �t/2) + Qmx(E, 0, 0, �t/2)
2

(Qmx)H′ = Qmx(G, 0, 0, �t/2) + Qmx(A, 0, 0, �t/2)
2

(Qmy)F ′ = Qmy(E, 0, 0, �t/2) + Qmy(G, 0, 0, �t/2)
2

(Qmy)B′ = Qmy(A, 0, 0, �t/2) + Qmy(C, 0, 0, �t/2)
2

(

Q mxy)P′ =

Qmx(C, 0, 0, �t/2) − Qmx(A, 0, 0, �t/2)
+ Qmx(E, 0, 0, �t/2) − Qmx(G, 0, 0, �t/2)

2�y

(

Q myx)P′ =

Qmy(C, 0, 0, �t/2) − Qmy(A, 0, 0, �t/2)
+ Qmy(E, 0, 0, �t/2) − Qmy(G, 0, 0, �t/2)

2�x

(16)

Here (Qx)±
P′ and (Qy)±

P′ are defined as:

(Qmx)−
P′ = − 1

�x

[
Qm

(
A, 0, 0,

�t

2

)
+ Qm

(
G, 0, 0,

�t

2

)
− 2(Qm)P′

]

(Qmx)+
P′ = + 1

�x

[
Qm

(
C, 0, 0,

�t

2

)
+ Qm

(
E, 0, 0,

�t

2

)
− 2(Qm)P′

]

(Qmy)−
P′ = − 1

�y

[
Qm

(
A, 0, 0,

�t

2

)
+ Qm

(
C, 0, 0,

�t

2

)
− 2(Qm)P′

]

(Qmy)+
P′ = + 1

[
Qm

(
E, 0, 0,

�t
)

+ Qm

(
G, 0, 0,

�t
)

− 2(Qm)P′

]
(17)
�y 2 2

The weighted equation is: W[x+, x−,
˛] = (|x+|˛x− + |x−|˛x+)/(|x−|˛ + |x−|˛), and  ̨ is a constant (  ̨ = 2
in this study) (Chang, 1995). It should be noted that (Qm)P′ cannot
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Table 1
Property of kerosene and water used in this model.

Fluid Density (kg/m3) Viscosity (Pa s) Surface force (N m−1)

Kerosene 780 0.000115 0.045
Water 998.2 0.001

Table 2
Calculated parameters for three cases.

Inlet velocity m/s Re We Case

0.2778K −0.2778W 83.1 0.514 i
0.0185K −0.00093W 5.54 0.00228 ii
0.185K −0.00926W 55.4 0.228 iii

F
(

90 D. Yang et al. / International Journal o

e obtained explicitly from Eq. (9) due to the source term (Sm)P′ .
s is a function of (Qm)P′ , a local Newtonian iterative procedure

s usually needed to determine (Qm)P′ . In the present work, to
void the iterative procedure and save computation time, (Sm)P′ is
eplaced by their linear prediction of current time in Eq. (13) (Yang
t al., 2009).

(Qm)P′ + 1
24

�x

�y
(Qmxx)P′ + 1

24
�y

�x
(Qmyy)P′

= 1
4

(
Q̄ + �t

�x
Ē + �t

�y
F̄
)

+ �t

8
S̄

S̃ = S̄ + �t

4
S̄t

(18)

here S̄t is the time derivative of S̄.  (Qm)P′ can be directly solved
ithout any iteration, since the time derivative of (Sm)A, (Sm)E ,

Sm)C and (Sm)G is all known at current time.

. Model evaluation

.1. Water and kerosene interaction in T-shaped tube

Dong et al. (2008) set up an experiment, in which two-phase
ow problem in a T-shaped micro-fracture was considered. The
idth and depth of the T-shaped micro-fracture are 6 mm and

 mm,  respectively. The size of L is 6 mm.  For detailed information
bout the experimental instruments and the experimental process,
eaders refer to the lecture (Dong et al., 2008). The motion of the
ass interface and the mixture as well as separation process are

bserved by CCD-Scanning system. This process is also numeri-
ally simulated by CE/SE scheme coupled with HPLS method, by
implifying the three dimensional (3D) problem into the 2D prob-
em as shown in Fig. 4(a). The mesh grids are 100 × 200 and the
ime interval is 0.0005 s. The surface force between the oil, water
nd solid wall is taken into account. The wall boundary condi-
ion is introduced. The left and right boundaries are subject to the
nlet condition and the outlet boundary is imposed on the bottom.
he contact angle boundary is assigned to the interface between
he wall and fluids by level-set function. The parameters used are
ummarized in Tables 1 and 2. When the fluid has come into becom-
ng stable, the experimental data and CE/SE calculated results are
emonstrated in Fig. 4(b) and (c). The interface between water and

erosene is clear. The CE/SE method accurately captures the inter-
ace and the separation process. It can be seen that the numerical
esults by CE/SE scheme coupled with HPLS method match the
xperimental data well.

ig. 4. Concept model and experimental (Dong et al., 2008) and the CE/SE calculated resu
iii),  respectively.
Minus “−” denotes the flow direction. Index of K and W presents kerosene and water,
respectively.

3.2. Dam break problem

For further validation of the CE/SE scheme coupled with HPLS
method, the dam break problem (Martin and Moyce, 1952) is
numerically calculated. A 81 × 41 uniform Cartesian grid is applied
with an initial water column height to width ratio of 2. Densities of
water and air are 1000 kg/m3 and 1 kg/m3, respectively. Viscosities
of water and air are 0.001 kg/(ms) and 0.00001 kg/(ms), respec-
tively. The calculated domain is 0.285 m × 0.0675 m.  The porosity
and Darcy number are 0.9 and 104, respectively. At the outlet
boundary, the Neumann boundary condition is set for velocities.
At all other boundaries, slip wall boundary conditions are applied.
Fig. 5(a) shows the phase interface profiles between time of 0.0 s
and time of 0.24 s with time interval 0.08 s. The water surface
evolves in a smooth shape and no oscillation occurs at the inter-
face near the solid wall. Fig. 5(b) depicts the history of the water
front marching along the ground surface (y = 0). It proves that the
numerical results well satisfy with the experimental data.

4. Flow instability in CO2 storage in saline aquifer

Simulations of immiscible two-phase fluid flow instability were
also carried out to test the validity of the proposed model. As a
benchmark problem, Taylor instability problem is commonly used
to study the effects of fluid density differences (under the influence
of gravity) and viscosity ratios on the stability/instability of immis-
cible flows. In this case, a high density liquid is placed over a low

density liquid in a rectangular domain of dimension 1 m × 4 m with
a mesh resolution of 64 × 256. First we  considered the displacement
of a less dense fluid by a denser fluid. To initiate the instability at the
fluid–fluid interface, the initially flat front was perturbed by a sinu-

lts for Re = 83.1, We = 0.514 (i), Re = 5.54, We = 0.00228 (ii), and Re = 55.4, We = 0.228
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Fig. 7. Finger evolution presenting deformation and motion of the interface for dif-
ferent times. The blue region presents the brine water, while the red one denotes the
ig. 5. (a) Evolution of the free interface and (b) history of water front location at
 = 0 from time = 0.0 to 0.24 s with time interval 0.08 s.

oidal deformation (Guermond and Quartapelle, 2000). The ratio
f viscosity and density is 1 and 3, respectively, for Re = 1000. We
ssume that the porosity and Darcy numbers are 0.9 and 1.0 × 104

Yang et al., 2009). The slip boundary conditions are applied to the
eft and right sides, while non-slip boundaries for the top and down
ides. Fig. 6 shows that as time increased, the phase or fluid interface
aried from a single smooth finger to a highly unstable fragmented
endritic. The results are in excellent agreement with that obtained
y Guermond and Quartapelle (2000).

Next, numerical simulations of supercritical flow instabilities in
O2 storage in saline aquifers are performed. A basic assumption is
hat CO2 and salt water do not mix  and local thermal equilibrium
tate is obtained. We  assume the saline aquifer is the isotropic and
omogeneous porous media. We  studied the displacement of more
iscous and denser saline water with a less viscous and less denser
upercritical CO2 in a saturated saline aquifer. In a closed box, we
tart with the unstable equilibrium position, where salt water is on

op of supercritical CO2. The parameters are defined based on the
n situ geological data from Jiling oil field (Li, 2009) and the sur-
ace tension is based on the experiment (Chiquet et al., 2007). The
atio of viscosity and density is 1.125 and 0.05, respectively. The

ig. 6. Finger evolution calculated by CE/SE method after 0.4, 0.6, 0.8 and 0.95 s.
CO2. (For interpretation of the references to color in this figure legend, the reader is
referred to the web  version of this article.).

average porosity and permeability are 0.25 and 1.23 × 10−10 m2,
respectively (Zhang, 2009). The calculation domain is 1 m × 4 m.
100 × 400 collocated uniform meshes are employed for the com-
putation. As shown in Fig. 7, the onset and propagation of viscous
fingers during immiscible displacement of CO2 by brine water was
presented. The displacement was found to be unstable, resulting
in formation of fingers. Before time t = 15, displacement resulted in
the formation of a single smooth finger. As time increased, the fin-
ger became unstable. At time of 18, displacement resulted in finger
splitting. As time reached to 20, displacement resulted in the for-
mation of a highly unstable fragmented dendritic structure. At time
of 25, the flow fully developed to be turbulent. In our simulations,
the behavior of the front depended only on the properties of the
saline water and CO2 and direction of the body force (gravitational
forces).

5. CO2 dissolution in saline aquifer

In this section, we consider the mass transport mechanism
between CO2 and saline water in order to assess the multiphase
process and interpret the solubility capture of CO2 geological stor-
age over time up to 300 years and study mechanisms of motion
and deformations of fluid interface. We first assume that (1) CO2
can partially mixes with saline water and the chemical reaction is
the first order and not inverse; (2) the mass transfer is assumed
to have no impact on the physical properties of the system; (3)
the two fluids are viscous, Newtonian, incompressible and isother-
mal; and (4) the interface tension is taken as constant and there is
no interfacial resistance to mass transport. The multi-phase flow
in porous medium involves low velocity and dominant effect of
surface forces between fluid/fluid and fluid/surface interfaces. The
phenomenon can be characterized by the surface tension coeffi-
cient which represents the relative effect of viscous forces versus
surface tension acting across an interface between two  immisci-
ble liquids. Table 3 lists parameters used in the simulations. The 2D
model is a homogeneous sandstone formation of 50 m length and of
100 m thickness. 200 × 400 uniform meshes are used for the com-
putation. The average porosity and permeability of the sandstone

−15 2
formation are 0.20 and 2.65 × 10 m , respectively. At all bound-
aries, slip wall boundary conditions are applied for the velocities,
while the Neumann boundary condition is set for mass transport.

Table 3
Parameters listed for this simulation.

Density (kg/m3) 1045 (brine water) 783 (CO2)
Viscosity (Pa s) 2.535 × 10−4 (brine water) 3.95 × 10−5 (CO2)
Surface force (mN  m−1) 23.0
Diffusivity (m2/s) 1.0 × 10−9

Porosity 0.2
Permeability (m2) 2.65 × 10−15



Journal Identification = IJGGC Article Identification = 370 Date: July 6, 2011 Time: 2:13 pm

992 D. Yang et al. / International Journal of Greenhouse Gas Control 5 (2011) 986–994

F ector
( dicted

t
s
s
t
t
t
t
t
I
n
P
P
g

p
a
t
s
d
t
r
o
g

ig. 8. Predicted solute concentration distribution in both phases and the velocity v
d)  150 years, (e) 200 years, (f) 250 years and (g) 300 years and (h) evolution of pre

The quantitative simulation of interphase mass transport is
urned out to be especially challenging, due to different diffu-
ivities in two liquid phases and the distribution coefficient of a
olute not equal to unity (the latter leads to the solute concentra-
ion discontinuous across the interface, and the former results in
he discontinuity of concentration gradient). Special care must be
aken for resolving these discontinuities in the numerical simula-
ion. In order to keep the concentration continuous at the interface,
he variable transformations (Yang and Mao, 2005) are adopted.
n practical situations the mass transport to/from a drop occurs
ormally before the motion of the drop approaches steady state.
erformance results have been obtained on the Microsoft Windows
C with dual core. The problem consists of 80,000 blocks with the
rid size used of 0.25 m,  and total execution CPU time is 15 min.

Fig. 8(a)–(g) illustrates the predicted solute distribution in both
hases and the velocity vector field relative to the drop motion
t selected times for this case. The results show that the shape of
he drop was gradually deformed into a spheroid from its initial
pherical shape, and a toroidal recirculation was formed within the
rop. The results demonstrate that in the center part of the drop

he solute concentration gradually decreased as it was swept by the
ecirculation towards the drop surface and then towards the rear
f the drop, where it entered the continuous phase as a plume, sug-
esting that convective mass transport did play an important role.
 field relative to the drop motion after time of (a) 1 year, (b) 50 years, (c) 100 years,
 fluid interface.

The plume was  more distinct at early time when the concentration
of the drop was  highest.

Fig. 8(h) demonstrates the evolution of phase or fluid interface
shown as a set of superimposed calculations. As CO2 droplet is
pushed by buoyancy, gravity and surface tension, it starts to move
up and deform. Due to the pressure difference between the upper
and lower surfaces, the vortex chain at the corner of the upper
surface is formed, which induces the jet motion that pushes brine
water into CO2 droplet from down. Effects of the jet result in a veloc-
ity difference between the upper and lower surfaces, and so the
lower surface approaches the upper surface of CO2 droplet. Because
of the higher pressure difference between the upper and lower sur-
faces, which drives the lower surface up, CO2 droplet flattens. Due
to the solution process, CO2 droplet gradually diminishes as time
increases.

Fig. 9 depicts the evolution of the averaged concentration of
inner CO2 droplet. As the time increases, the concentration is grad-
ually decreased. At time of 100 years, that concentration reduces
by 25%. It indicates that the hydrodynamic trapping dominates
the motion and deformation CO2 droplet, while dissolution pro-

cess of CO2 also has a great influence on CO2 sequestration. It
implies that in the short-term period (150 years), lots of CO2 remain
as a free supercritical phase (hydrodynamic trapping), and the
amount dissolved in the brine water (solubility trapping) gradu-
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and Exhibition, SPE 84344, Denver, Colorado.
Enright, D., Fedkiw, R., Ferziger, J., 2002. A hybrid particle level set method for
riginal droplet.

lly increases. Later, hydrodynamic trapping decreases, solubility
rapping increases significantly due to the migration and diffusion
f CO2 plume and the convective process.

It notes that our simulation results are specific to the condi-
ions and parameters considered. The present studies did not take
nto account of media heterogeneities, anisotropic characteristics
nd geometric complexities. The “numerical experiments” pre-
ented here give a detailed view of the dynamical interplay between
ydrodynamic and simple dissolution processes, which could
e useful for the fundamental studies on two-phase CO2–water
ow dynamics with possible applications to CO2 storage in deep
aline aquifers. Hydrogeological parameters such as anisotropic
ermeability could have significant effects on simulation results
Audigane et al., 2007). Especially they can affect the spatial distri-
ution of the injected CO2 in the formations (Zhang et al., 2009).
arameter sensitivity simulations should be carried out to exam-
ne these effects, and also the CO2 mineral trapping mechanism
hould be considered in the future. Numerical simulation program
hould be developed for chemically reactive non-isothermal flows
f multiphase fluids in CO2 storage.

The main advantages of the current CE/SE scheme coupled
ith HPLS method, referred to as CCS MULTIF (multiphase flows
odel for CCS), are that CCS MULTIF is based on fluid dynamical

onservation laws, capturing physics, such as hydrodynamic and
olubility trapping, more efficiently and realistically, and can give
he high resolution and accuracy on fluid fields and the positions
f phase interface between CO2 and brine water in saline aquifers.
CS MULTIF source code developed in this study includes the state
f equation (EOS) for CO2 covering the triple point temperature and
ressure to the supercritical region. The geological heterogeneity
as been implemented, interfacing the well known geostatistical
odel (GSLIB) (Deutsch and Journel, 1998). CCS MULTIF should be a

ew high-resolution and genuinely multidimensional paradigm for
olving the process of CO2 hydrodynamic trapping. The computa-
ional scheme developed currently is clear in physical concept, easy
o be implemented and high accurate and efficient for the problems
onsidered. Our current method should be straightforward applied
o three-dimensional field-scale CO2 geological storage in deep
aline aquifers. CCS MULTIF is written in both FORTRAN 95 and C++.
t has been tested on two computer platforms, including Microsoft

indows and Linux-based PCs. The computer memory required by

CS MULTIF depends on the problem size such as numbers of grid
locks, hydrological parameters and geological heterogeneities.
house Gas Control 5 (2011) 986–994 993

6. Conclusion

This paper presents a phase interface mechanism for the stabil-
ity simulation of the density-driven convection in CO2 storage in
deep saline aquifers. An upgraded CE/SE scheme and hybrid particle
level-set method has been applied to model the multi-phase flow
through porous medium. The model predictions match well with
the experimental measurements of fluid or phase interface. The
stability of a density-driven convection in isotropic and homoge-
nous saline aquifers targeted for sequestering CO2 is investigated
with two phase flow simulation. By assuming infinitely small per-
turbations, the onset and propagation of viscous fingers during
immiscible displacement of CO2 by brine water was performed. As
time increases, the displacements lead to the formation of a highly
unstable fragmented dendritic structure, and finally the flow fully
develops be turbulent. Then, CO2 dissolution in saline aquifer is
investigated. The results show that the shape of the droplet was
gradually deformed into a spheroid from its initial spherical shape,
and a toroidal recirculation was formed within the droplet. Hydro-
dynamic trapping dominates the migration and build-up of CO2
in the saline aquifers, while the convective mass transport also
has a great influence on CO2 sequestration. Based on the physi-
cal conservation laws, the proposed CE/SE scheme coupled with
HPLS method can capture multiphase fluid physics process, phase
interfaces (CO2/brine water) and stability of phase interfaces more
efficiently and realistically. The computational scheme developed
currently is clear in physical concept, easy to be implemented and
high accurate and efficient, which could be useful for fundamen-
tal studies on two-phase CO2–water flow dynamics with possible
applications to CO2 storage in deep saline aquifers.
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