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Abstract - In some comprehensive systems,
as decisive loops, expert systems consist in
the whole system, so much more studies on
its reasoning time are necessary. The
reasoning time in expert system relates to its
reasoning mode, its knowledge base
architecture, the performance of computer
and the support languages. This paper takes
the knowledge base architecture as an
example to study the reasoning time. At last,
temporally homogeneous Markov chain is
used to model for the knowledge base. The
time estimating mathematics model and the
computation method are also given, which
can provide proofs for the comprehensive
system controlling and real time simulation.
Keywords:Expert System; Real Time;
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INTRODUCTION

After an expert system is developed, it
is necessary to test and evaluate it. Testing is
used to identify if the reasoned results
comply with the correct results in qualitative,
evaluating is used to judge how the entire
system performances are in quantitative,
Evaluating is based on testing and follows
the testing work. We are able to make use of
the tested results to observe if the expert
system is better or worse. Most important, it
is the basis to modify and improve the
expert system.

Evaluating an expert system is to see if
the reasoned results are correct, if its
interface is friendly, how its reasoning
efficiency is and how much its developing
expense is, in which the reasoning efticiency
of the expert system depends on its
reasoning time [1]. When the reasoning
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process is fast to complete, the results can be
achieved within a given time, otherwise not,
hence study on the reasoning time model is
an efficient path to study the efficiency o
the expert system. :

In most expert systems, it is rare to
consider reasoning time [2-4], for they work
off line. But in the comprehensive or
complex system [5], the expert system,
acting as a decisive loop, runs
synchronously with the entire system, thus it
is necessary to consider the reasoning time.
The reasoning time relates to the reasoning
mode of the expert system, the structure of
its knowledge base, the used computer
performance and the support language, so
this paper takes the structure of the
knowledge base as an example to study its
time estimating model. Because the
structure of the knowledge base relates to
the quantity and organization mode of the
knowledge in the expert system, this paper
will study the relation amongst the time-
estimating model, the quantity of the
knowledge and the alignment in the
knowledge base.

1 TIME ESTIMATING MODEL

Knowledge in the knowledge base
consists of facts and rules. Assuming that
there are s pieces of knowledge in an
expert system, which are denoted by the

capital letters K,,i €S, respectively, where
the capital letter S is a integer subset, and
S={1,2,-,5}. The alignment sequence is
(K, K;,~+sK,), i is the order number.
The corresponding reasoning time from



the first knowledge to itselfis 7, 7,,---, 7, =3 S
ey nsed et EDRZ D)

Assuming that the initially used probability

of each knowledge during the reasoning

process is (p,, p,,-**, p,), respectively. —ZP % +§P "By T
The dependent relation amongst all pieces of ’:’H
knowledge can be denoted by finite state
= + +T —rp )+
Markov chain, and the difference that the Z’ g gjg’ Py i+ =) ZZD Py~ (e =)
reasoning mode is affected by time is not
generally considered, so the Markov cha_ir‘x is —T*ZZ’ By Tk +ZZP Py (e, —7)
also temporally homogeneous. Its transition HjH
relation can be denoted by one-step )

. ] A If the reasoning step x4 =3, the mean
transition matrix P, and P={p,., , as e i T"g P/
, . Co reasoning time 7; is
showed in (1). Where p, is the condition 8 g

probability of the reasoning process from Z (p T + Z (p P Z p p -p
the ith knowledge to the j th knowledge. i=1 K. j=1" i k= Jk Jk)
Pun P P _ g: s J
2 b B 2 =1+ z Z p (T +T )
P= Py Pxn P2y 1) 2 i=lj=lk=1 i jk Kk K
Py P P s 5
s Pa +2 X Z P; Py Pjy (rK K)
i=1j=lk=j+

If i< j, the reasoning time from K, to s s i
K, is (rq —74); if i> j, the reasoning =7j2+§ §lkzlp' i jk K
time from K, to K, is (74 +74 —74). s s s
The universal formulation is: +Y X 3 pp; p (T )

ij K K
Ty, +Tg, — T i>j i=1j=lk=l

T, = S (2)

Tg, — T, 1< (5)

The time-estimating model about the Similarly, if the reasoning step
reasoning time is further analyzed as u=n+2, then the mean reasoning time
follows. F oo

If the reasoning step x =1, then the o
mean reasoning time 7, is T2 =T,

T=Yp 1 (3) +ZZZP, P P (e @Y, —7¢)

i=l i=1 j=lk=1

If the reasoning step ux =2, the mean s s s
reasoning time 7, is ' +ZZ ZP, P;n) ij'(fk,, “TK,)

i=l j=lk=j+l ‘
n+| +ZZZP1 plgﬂ) pj/c 'Z—K_\,
i=1 j=t k=1
N s 5
n)
+2.2.2.0 P Py, =7 )
i=l j=1 k=l
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Where  p”is  the
conditional probability from the ith
knowledge to the jth knowledge past by
n step. ‘

reasoning

Next (7) can be inferred

X 8

Do =200 p () +5 4 +87) P 7

il j=l k=l

+mp/'(l+pf;) +pl] +- +p:")) p,k ( )

= j=l k=1
5 s 0 SN
QP T DD PPy Tk DD P By (T i)
i=| i=t j=1 7= =l
(7
So:
S8 Jon
= 5
L -mn‘, Py %,
i= J=1 k=) I=)
R} N N n
)
20D D PP (e =)
e k=) =l
N N I N R
P ADD PPy T DD P D (7~ )
i=l = =l i=l j=
(8)

(8) can be proved to be universal as
followings.

Proof

The method of proof by induction can
be used for (8).

If n=1, then:

“27 % +§Z” By +§2’ 1y (@ %)

= =

SSShnene mpunk(f

H A kA
9)

[t satisfies the requirement of (5).
Assume n=m, it can also satisfy the
requirement of (8).

a2 3330 pl b

i=l j=l k=1 I=|

P " Tk,

N s 5

+ZZZZP' -y P (Tg, ~Tg,)

i=l j=t k=l [=l

+Zpi Tk, +Zzpi "Py Tk,
i=l i=l ju=l
(10)
Next, if n=m+1 _then
m+l m+2 +Zzzpl pl(['"+|) pjk 'Tjk
i=l j=l k=|
(11)
So:
_ s 8 j oom
T =2202P P Pt
i=l j= k=t 1=l
DIPPID AT A ~7x,)
it j=l kel =l
+ZP Tx, +ZZP Py, +ZZP Py (T, ~7x)
i=l =t j=t i=l j=I
SIS A g
i=l j=1 k=l
(12)
So:

Ny 8 Jom
T - 0}
La=2222 PP Puti,
i=t j=t k=1 i=l
S5 xom

i=l =L k=l =1

DYRIS DY IEED ) YRR
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i=l i=t j=1 =l j=1
(nil)
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i=l j=) k=l
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(13)

The following is given:
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Thus (8) is proved.
It can be seen from (8), the reasoning
process increases by one step, the additional

time A7, increases by the following
formula (15).
Ai*’ = T:H-’ - T;H
= 2221" Py pu Tk,
jal j=l k=l
XY o pu(rh ~Tk,)
i=l j=l k=l
(15)
Where AT, is the additional time

n+l

during the (n+ 2) th reasoning process, and
it can be analyzed from (15). Generally,

p;" varies with n_ thus the additional time

AT,,, is variable.

Assuming that the Markov chain has its
stationary  distribution , and it is
[, =, m,] thus if the reasoning
step 4t —> +o:

(ny |

lim AT,,,= lim ZZZP, D Py Tk,
e+ NIERGR jal k=l
+ im0, Py P (o, =T,
i=l j=1 k=1
(16)
So:
hmAY:M—XZZp; ;P T,

] g

+ ZZZP: 7Py (T, —Tk)

i=t jal k=l

=$:Z”f Pk Tk, +ii”.i Py (7, =7))

J=l k=l J=l k=t
17)
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It can be seen from (17), if the reasoning
step n is much bigger number, which
makes the Markov chain realizes stationary
distribution, the additional time of each step
is identical.

2 CONCLUSION

The above time-estimating model can
describe how much time expert systems
execution consume in quantity and it is
useful the real-time simulation in complex
system [8].
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