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Abstract - In some comprehensive systems, 
as decisive loops, expert systems consist in 
the whole system, so much more studies on 
its reasoning time are necessary. The 
reasoning time in expert system relates to its 
reasoning mode, its knowledge base 
architecture, the performance of computer 
and the support languages. This paper takes 
the knowledge base architecture as an 
example to study the reasoning time. At last, 
temporally homogeneous Markov chain is 
used to model for the knowledge base. The 
time estimating mathematics model and the 
computation method are also given, which 
can provide proofs for the comprehensive 
system controlling and real time simulation. 
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INTRODUCTION 

After an expert system is developed, it 
is necessary to test and evaluate it. Testing is 
used to identify if the reasoned results 
comply with the correct results in qualitative, 
cvaluating is used to judge how the entire 
system performances are in quantitative; 
Evaluating is based on testing and follows 
the testing work. We are able to make use of 
the tested results to observe if the expert 
system is better or worse. Most important, it 
is the basis to modify and improve the 
expert system. 

Evaluating an expert system is to see if 
the reasoned results are correct, if its 
interface is friendly, how its reasoning 
efficiency is and how much its developing 
expense is, in which the reasoning efticiency 
of the expert system depends on its 
reasoning time [ 11. When the reasoning 

process is fast to complete, the results can be 
achieved within a given time, otherwise not, 
hence study on the reasoning time model is 
an efficient path to study the efficiency of 
the expert system. 

In most expert systems, it is rare to 
consider reasoning time [2-41, for they work 
off line, But in the comprehensive or 
complex system [ 5 ] ,  the expert system, 
acting as a decisive loop, runs 
sydchronously with the entire system, thus it 
is necessary to consider the reasoning time. 
The reasoning time relates to the reasoning 
mode of the expert system, the structure of 
its knowledge base, the used computer 
performance and the support language, so 
this paper takes the structure of the 
knowledge base as an example to study its 
time estimating model. Because the 
structure of the knowledge base relates to 
the quantity and organization mode of the 
knowledge in the expert system, this paper 
will study the relation amongst the time- 
estimating model, the quantity of the 
knowledge and the alignment in the 
knowledge base. 

1 TIME ESTIMATING MODEL 

Knowledge in the knowledge base 
consists of facts and rules. Assuming that 
there are s pieces of knowledge in an 
expert system, which are denoted by the 
capital letters Ki  ,i E S , respectively, where 
the capital letter S is a integer subset, and 
S = (1,2,..:,s), The alignment sequence is 
( K , ,  K,,..., K , , ) ,  i is theordernumber. 

The corresponding reasoning time from 
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the first knowledge to itself is r I ,  5? ,  a . . ,  5 ,  

Assuming that the initially used probability 
of each knowledge during the reasoning 
process is ( p l ,  p z  ; . e ,  p , ) ,  respectively. 
The dependent relation amongst a11 pieces of 
knowledge can be denoted by finite state 
Markov chain, and the difference that the 
reasoning mode is affected by time is not 
generally considered, so the Markov chain is 
also temporally homogeneous. Its transition 
relation can be denoted by one-step 

transition matrix P ,  and PZ{p!, , as 
showed in (1). Where p ,  is the condition 
probability of the reasoning process from 
the i th knowledge to the j th knowledge. 

I ... ... I 

If i < j ,  the reasoning time from K ,  to 
K ,  is (rK - z ~ ,  ) ; if i > j , the reasoning 

time from K ,  to K ,  is ( zK  +r,, -zK,). 
The universal formulation is: 

I 

The time-estimating model about the 
reasoning time is further analyzed as 
follows. 

If the reasoning step ,U = 1 ,  then the 
mean reasoning time is 

1 4  

If the reasoning step = 2 ,  the mean 
reasoning time T, is 

s i I s 

=z4-ai .pjj. TK +% .&;. (T$ -q() 
is j 4  is jd 

(4) 
If the reasoning step ,u = 3 ,  the mean 

reasoning time is 

s s i  

s s s 

(5  1 
Similarly, if the reasoning step 

,U = n + 2 ,  then the mean reasoning time 

- 
T,+? is 

T l + 2  =C+I 
- 

i = l  j = l  k = j + l  
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Where p,(,'"is the reasoning 
conditional probability from the i th 
knowledge to the j t h  knowledge past by 
n step. 

Next (7) can be inferred 

(7) 
so: 

I ,  , ,  

(8) 
(8) can be proved to be universal as 

fo 1 lowi ngs. 

Proof 
The method of proof by induction can 

be used for (8). 
If M = 1, then: 

P 

rs d j=l 

s s / s s s 

I t  satisfies the rcquireiiient of (5). 
Assiiine n = m ,  it can also satisfy the 

requireinetit of (8). 

i=l ./-I k=l 151 

(12) 
so: 

, -  
;=I j-1 k=l 

14 j=l k= j+ l  

The following is given: 
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i = l  j-l k = l  I s 0  

+ 2 p, . tK ,  + 2 p i  ps . r K $  
1-1 i = l  j = I  

i=I 1-1 

(14) 
Thus (8) is proved. 

It can be seen from (8), the reasoning 
process increases by one step, the additional 
time A C  increases by the following 
formula (1 5). - - 

ATii+? = Tn+? - Tn+I 

i-I j-l )=I 

(1 5 )  
Where ATl+? is the additional time 

during the (n + 2) th reasoning process, and 
it can be analyzed from (15). Generally, 
p:) varies with n , thus the additional time 

ATl+? is variable. 
Assuming that the Markov chain has its 

stationary distribution and it is 
[n, tr2 n.1 thus if the reasoning 
step p 3 +a : 

It can be seen from (17), if the reasoning 
step n is much bigger number, which 
makes the Markov chain realizes stationary 
distribution the additional time of each step 
is identical. 

2 CONCLUSION 

The above time-estimating model can 
describe how much time expert systems 
execution consume in quantity and it is 
useful the real-time simulation in complex 
system [SI. 
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