Crystal nucleation and metastable bcc phase in charged colloids: A molecular dynamics study
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The dynamic process of homogenous nucleation in charged colloids is investigated by brute-force molecular dynamics simulation. To check if the liquid-solid transition will pass through metastable bcc, simulations are performed at the state points that definitely lie in the phase region of thermodynamically stable fcc. The simulation results confirm that, in all of these cases, the preordered precursors, acting as the seeds of nucleation, always have predominant bcc symmetry consistent with Ostwald’s step rule and the Alexander-McTague mechanism. However, the polymorph selection is not straightforward because the crystal structures formed are not often determined by the symmetry of intermediate precursors but have different characters under different state points. The region of the state point where bcc crystal structures of large enough size are formed during crystallization is narrow, which gives a reasonable explanation as to why the metastable bcc phase in charged colloidal suspensions is rarely detected in macroscopic experiments. Published by AIP Publishing. https://doi.org/10.1063/1.5016235

I. INTRODUCTION

Crystallization is an important phenomenon which exists in many fields such as biology, chemistry, and materials science.1–4 At the onset of crystallization, nucleation is a fundamental process for the crystal structures that determine the functions.5 Therefore, a deep understanding of nucleation will be helpful to have a control over the quality of the crystal. For instance, the undesired crystal formation can be prevented while the desired one can be promoted with the knowledge of the nucleation mechanism.

To explain the mechanism of crystal nucleation, many different criteria have been proposed. The classical nucleation theory is the most widely used one because of its simplicity and success in explaining many experimental results. According to this theory, the nucleation may possibly happen anywhere in the liquid and the nucleus will not keep growing to the final state until it reaches a critical size, which means that a free-energy barrier should be overcome. However, many researches have shown that there are intermediate states during the crystallization indicating that the crystal nucleation is not just a one-step process.1,6–26 In 1897, Ostwald proposed a credited criterion named Ostwald’s step rule stating that the first formed crystal structure should be the one whose free energy is closest to that of the liquid.27 Alexander and McTague afterwards demonstrated that the body-centered cubic (bcc) phase, at least for weakly first-order phase transition in three dimensional simple system, is favored.28 Although a variety of different nucleation scenarios are consistent with Ostwald’s step rule,4,21–26 there are still some exceptions indicating that Ostwald’s step rule is not yet universally accepted.15 Another intermediate state, which is the relatively ordered structure and so-called precursor, has recently been found to be produced before the nucleation. Among those previous studies discussing the roles of precursors on crystal nucleation, there are basically three types of preordering:29 crystallization involving composition fluctuations,4–9 the role of density fluctuations in crystal nucleation,10,11 and the roles of orientational ordering in crystal nucleation.12,13,16–18,20,30,31 Tanaka and co-workers, based on their observations of crystal nucleation, even suggested further that a typical crystallization process was not a discrete two-step process but a continuous one at the microscopic level.30

In order to study the nucleation mechanism, here we consider the charged colloidal suspensions, as they have larger temporal and spatial scales than atoms and molecules making it easier to observe the nucleation process due to much more measurement means available.32–34 Our recent experiments of the reflection spectrum showed that there was a volume-fraction window for the observation of the metastable bcc structure.14 However, it is impossible to use such a conventional macro measurement to detect precursors in nucleation. In this work, we will perform molecular dynamics (MD) simulations to microscopically study the crystallization of charged colloids as well as to explain the narrow region of the metastable bcc phase observed in our macroscopic experiments.

We use a Yukawa potential to mimic the electrostatic interaction of charged colloidal particles. Its phase diagram (see Fig. 1), where there are both bcc and face-centered-cubic (fcc) phase regions, has already been obtained previously (e.g., Ref. 35). As the Yukawa system is a good option to
study the liquid-solid phase transition, a variety of numerical simulations actually have been carried out.\textsuperscript{17,36-39} However, little attempt has been made on the dynamics process of its crystal nucleation and the related subtle crystallization mechanism is not yet understood completely.

The aim of this paper is to further discover the mechanism of crystal nucleation in charged colloids. We perform brute-force molecular dynamic (MD) simulation that is closer to the real crystallization process to investigate the dynamic nucleation in the region of the solid phase of the Yukawa model system. In Sec. \textbf{II}, we introduce the details of our model and simulation. Then in Sec. \textbf{III}, we report the simulation results under different conditions. The final part is the conclusion of this work.

\section{MODEL AND METHODS OF SIMULATION}

\textbf{A. Colloid model}

Based on the seminal work of Derjaguin, Landau, Verwey, and Overbeek which is known as DLVO theory,\textsuperscript{40} the effective interaction of charged colloidal particles is modeled by a repulsive Yukawa potential

$$U_{\text{Yukawa}}(r) = e^{-\kappa(r/\sigma - 1)}.$$  \hfill (1)

The excluded volume of particles can be represented by a Weeks-Chandler-Anderson (WCA) potential

$$U_{\text{WCA}}(r) = \begin{cases} 4\varepsilon_W \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} + \frac{1}{4} \right], & r < 2^{1/6}\sigma, \\
0, & \text{else} \end{cases}$$  \hfill (2)

Here $\sigma$ is the particle diameter, $\varepsilon$ is the intensity of the repulsive Yukawa potential, $\kappa$ denotes the inverse screening length, and $\varepsilon_W$ is the intensity of WCA potential. To combine these two equations, the full terms of the potential are given by\textsuperscript{37}

$$U(r) = U_{\text{Yukawa}}(r) + U_{\text{WCA}}(r).$$  \hfill (3)

We define $\sigma$ and $\varepsilon_W$ to be the units of length and energy, respectively. Also, we set the mass of each colloid $M = 1$ and $k_B T = 1$.

\textbf{B. Bond-orientational order parameters}

To investigate the dynamics of crystal nucleation, we characterize the structure of each particle using bond-orientational order parameters. For the system of long-range repulsions such as charged colloids, the bond-orientational analysis cannot be done in a straightforward manner because of the difficulty in the proper assignment of nearest-neighbor particles.\textsuperscript{41,42} So we apply the Voronoi diagram to define the nearest neighbors and normalize bond-orientational parameter via the surface area of each Voronoi cell.\textsuperscript{41,42} Here a complex vector of a particle $i$ is defined as

$$q_{lm}(i) = \frac{1}{N_{nb}(i)} \sum_{j=1}^{N_{nb}(i)} A(j) Y_{lm}(r_{ij}),$$  \hfill (4)

where $N_{nb}(i)$ is the number of the nearest neighbors of particle $i$, $l$ is a free integer parameter, $m$ is an integer that runs from $m = -l$ to $m = +l$, $A(j)$ is the surface area of the Voronoi cell facet separating particle $i$ and its neighbor particle $j$, $A$ is the total surface area $A = \sum_{j=1}^{N_{nb}(i)} A(j)$, $Y_{lm}(r_{ij})$ is the spherical harmonics function, and $r_{ij}$ is the vector from particle $i$ to particle $j$.

For the identification of the solid particles, an approach proposed by Frenkel and co-workers is applied.\textsuperscript{21,22} First we use a normalized complex vector

$$d_{bn}(i) = \frac{q_{bm}(i)}{\sqrt{\sum_{m=-6}^{6} |q_{bm}|^2}}.$$  \hfill (5)

Then we calculate a scalar

$$S_{ij} = \sum_{m=-6}^{6} d_{bn}(i) \cdot d^\ast_{bn}(j),$$  \hfill (6)

where the $^\ast$ indicates complex conjugation. This scalar characterizes the correlation between the particles $i$ and $j$. If $S_{ij}$ exceeds a threshold, typically 0.7, we consider particle $i$ and $j$ to be connected. If the number of connections of a particle surpasses a given value, typically 7, this particle is identified as solid. Otherwise, it is a liquid particle.

Further development on the accuracy of crystalline structure identification is made by Lechner and Dellago.\textsuperscript{43} They change the $q_{lm}$ into an averaged form

$$\bar{q}_{lm}(i) = \frac{1}{N_{nb}(i)} \sum_{j=1}^{N_{nb}(i)} q_{lm}(j).$$  \hfill (7)

It sums up all the local order parameters of all neighbors around particle $i$ and particle $i$ itself. Then, the local order parameters of the averaged version are

$$Q_l(i) = \left( \frac{4\pi}{2l+1} \sum_{m=-l}^{l} |\bar{q}_{lm}(i)|^2 \right)^{1/2}.$$  \hfill (8)

and

$$W_l(i) = \sum_{m_1+m_2+m_3=0} \left( \begin{array}{lll} l & l & l \\ m_1 & m_2 & m_3 \end{array} \right) \bar{q}_{lm_1}(i) \bar{q}_{lm_2}(i) \bar{q}_{lm_3}(i) \left( \sum_{m=-l}^{l} |\bar{q}_{lm}(i)|^2 \right)^{3/2},$$  \hfill (9)

where the term in parentheses is the Wigner 3-$j$ symbol. The integers $m_1$, $m_2$, and $m_3$ range from $-l$ to $+l$ with the precondition that the sum of the three integers equals to 0.
TABLE I. Parameters used in MD simulations: the contact energy \( \varepsilon \), the pressure \( P \), the number density of initial configuration \( \rho_i \), and that of final configuration \( \rho_f \), the volume fraction of initial configuration \( \eta_i \) and that of final configuration \( \eta_f \) where the system is almost crystallized completely, the time step \( \delta t \), and the total steps stepLimit.

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( P )</th>
<th>( \rho_i )</th>
<th>( \rho_f )</th>
<th>( \eta_i )</th>
<th>( \eta_f )</th>
<th>( \delta t )</th>
<th>stepLimit</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>40</td>
<td>1.0912</td>
<td>1.1332</td>
<td>0.5714</td>
<td>0.5933</td>
<td>0.005</td>
<td>10^5</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>0.6255</td>
<td>0.6563</td>
<td>0.3275</td>
<td>0.3436</td>
<td>0.005</td>
<td>10^5</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>0.3936</td>
<td>0.4374</td>
<td>0.2061</td>
<td>0.2290</td>
<td>0.005</td>
<td>10^5</td>
</tr>
</tbody>
</table>

In this work, the identification of crystal structure is as follows. A crystal particle is first identified with the method presented by Frenkel and co-workers. Then it will be considered to be \( (i) \) fcc-like as \( W_6 < 0 \) and \( W_4 \leq 0 \); \( (ii) \) hexagonal-close-packed (hcp) as \( W_6 < 0 \) and \( W_4 > 0 \); \( (iii) \) bcc as \( W_6 \geq 0 \).

C. Brute-force simulation

We use the method of brute-force MD simulation to investigate the nucleation evolution over time. The system consists of 8000 particles in a three dimensional box with periodic boundary conditions. Simulations are carried out in the isothermal-isobaric ensemble realized via a Berendsen thermostat and barostat. We set the cutoff distance of the Yukawa potential \( r_c = 2.5 \). The equation of motion is integrated using the velocity Verlet algorithm. Combining the crystal identification method mentioned above, we will yield the information of the phase behavior during the nucleation process. The other parameters used in MD simulation are given in Table I.

In brute-force simulations, the state points that are too close to the liquid-solid coexistence line can rarely be nucleated. In order to find the phase transition within the typical time scales of MD simulation, we need to start the simulations at the state points of relatively strong supersaturation. Here three typical state points in the phase diagram where the stable phase is fcc are specifically concerned (see Fig. 1). Before the crystallization, the system is relaxed to eliminate the effect of initial configuration. For a better statistics, we conduct 100 independent MD simulations at each state point.

III. RESULTS AND DISCUSSION

A. Precursor formation

As a fundamental process of crystallization, the formation of precursors has been observed in various systems. In the picture of precursor-mediated crystallization, precursors act as the seeds of nucleation. Before the nucleation takes place, some clusters of precursors appear first in the system. Afterwards, a few crystal particles emerge inside the precursors. When the nuclei grow, the precursors are always wetting on the surface of nuclei and waiting to become crystals with a simultaneous supplementation from outer particles. During the crystal nucleation, the nuclei are roughly spherical and the shape of precursors is like an attached shell (see, e.g., the latter snapshots shown in Fig. 7). As previous studies have suggested that there are correlations between the location of critical nucleus and \( Q_6 \) order parameter, we define the liquid particles with the character of \( Q_6 \geq 0.3 \) as the precursors. Notice here that the threshold of \( Q_6 \) for precursors is just chosen arbitrarily, and that it can of course be chosen as other values (e.g., 0.28 and 0.29) close to 0.3. A little different value of threshold may influence the number of precursors slightly but the conclusion will not change substantially (see also Fig. 4).

One may ask why the precursors are not identified by the local densities. This is actually related to an open issue of crystal nucleation, i.e., “bond-order-first” or “density-first.” Up to now, there has been some debate about whether the nuclei emerge in dense precursors or in bond-orientational-ordered precursors. Here we have calculated the average local density of precursors \( \bar{\rho}_{\text{precursor}} \) with different threshold values of \( Q_6 \) (\( Q_6^{\text{thr}} \)), to find a weakly linear coupling between \( \bar{\rho}_{\text{precursor}} \) and \( Q_6^{\text{thr}} \) (see Fig. 2). The observation that \( \bar{\rho}_{\text{precursor}} \) does not increase significantly with \( Q_6^{\text{thr}} \) suggests that the bond-orientational order parameter \( Q_6 \) plays a more important role than the density, thus we believe that it is better to choose \( Q_6 \) to identify the precursors.

Similar to the crystal identification, the structural symmetries of precursors can also be characterized on the \( W_6\)-\( W_4 \) plane. For a precursor particle, it is \( (i) \) fcc-like as \( W_6 < 0 \) and \( W_4 \leq 0 \); \( (ii) \) hcp-like as \( W_5 < 0 \) and \( W_4 > 0 \); \( (iii) \) bcc-like as \( W_6 \geq 0 \). Then we present the investigation of precursors during MD simulations. For different initial configurations, the nucleation event may possibly occur at different times. Here we make the statistics started from a similar nucleation level where the number of solid particles is about 100. Figure 3, which summarizes the statistic variation of precursors with different symmetries over time, shows that the bcc-like precursors are always dominant. Such an observation of the predominantly bcc-ordered structure in precursors is consistent with Ostwald’s step rule and the Alexander-McTague scenario.

In order for a further investigation, we calculate the fractional composition of three kinds of precursors with different \( Q_6^{\text{thr}} \) (ranging from 0.1 to 0.32), as shown in Fig. 4. At all the state points considered, the bcc ordering is always favored as expected. Specifically the fraction of bcc-like particles is kept almost constant under a fairly range of
FIG. 3. Average number of precursor particles during crystallization for $P = 40$. (a) $\varepsilon = 2$; (b) $\varepsilon = 20$; (c) $\varepsilon = 80$. Red, black, and blue lines represent the curves of bcc-like, fcc-like, and hcp-like precursor particles, respectively.

When increasing $Q_6^{thr}$, the fraction of fcc-like particles increases but the fraction of hcp-like particles decreases slightly while the fraction of bcc-like particles begins to decrease after a big enough value of $Q_6^{thr}$. Many previous studies have shown that the bond-orientational order parameter $Q_6$ plays an important role in the crystallization process as it triggers the crystal nucleation. Therefore the observations shown in Fig. 4 also imply a tendency of the crystal nucleation.

Here we would like to mention that our findings for precursors seem to be different from those of Tan et al. who reported that precursors were mostly hcp-like but not bcc-like. This discrepancy is probably due to a different approach of the identification of local symmetry. As noticed in Ref. 42, care should be taken for the identification of the neighborhood configuration of charged colloids and the use of the $W_6$ parameter may be crucial for local symmetry assignment. Furthermore, the nuclei have a dominant bcc symmetry under the condition of weakly first-order transition (see Secs. III B and III C). With the consistency of the local rotational symmetry between the liquid and crystals, the interfacial energy can be reduced significantly which is favorable for the crystal nucleation. Thus it is physically more reasonable that the locally favored structures in the preordered precursors prefer to have a bcc-type symmetry.

As the crystallization process starts, the particles become more and more ordered with an increase of $Q_6$. It is interesting to know the polymorph selection, i.e., what crystal structures would preferentially be formed. From the predominantly bcc-ordered structures of precursors, one may expect that the structures of crystal nucleation, which will in principle be compatible with those of the precursors, should also have more bcc crystals than other kinds of crystals. However, the crystal nucleation pathway, which will be described in Subsection III B, is not that simple as the precursor formation indicating that precursors and crystal nucleation have different mechanisms.

B. Crystal nucleation

We keep the pressure $P = 40$ and vary the contact energy value $\varepsilon$ to ensure that the state point is in the stable fcc phase region and far enough from the liquid-solid line so as to make the crystallization success in a direct MD simulation. By varying $\varepsilon$, we can study the crystal nucleation under the conditions from weak to strong charge of colloidal particles. We have seen that under different state points the polymorph selection of crystal nucleation is rather different, as is suggested by Fig. 5 where the relationship between the nucleus size and the average number of various solid particles is displayed.

For $\varepsilon = 2$ and $P = 40$, fcc particles are always majority during the nucleation and crystal growth process [see also a typical sample shown in Fig. 6(a)]. This is in agreement with the previous observations in weakly charged colloids where the crystallization showed a strong fcc symmetry. Here there is a subtle detail different from the result of Ref. 36. In Ref. 36, the nucleation of bcc crystal was uniquely favored because the small or pre-critical nuclei had the dominant bcc structure and the core of large nuclei transformed from the bcc to fcc structure. Actually such a subtle difference is due to the fact that the crystal identification we take is stricter. In other words, many of the solid particles in Ref. 36 are presumably the preordered liquids (precursors) in our simulation.
Figure 5(b) corresponds to the crystal nucleation for $\varepsilon = 20$ and $P = 40$. Unlike the former picture of $\varepsilon = 2$ and $P = 40$, the bcc crystal is always favored despite fcc is the stable phase which complies with Ostwald’s step rule and the Alexander-McTague mechanism. As the nucleus grows, the proportions of both fcc and bcc particles do not change much and the bcc crystal always remains dominant. Such a phenomenon, which has also been investigated in Ref. 37 ($\varepsilon = 20$, $P = 25.37$ less than ours), is mainly because of the fact that the free-energy barrier between a bulk bcc phase and a bulk fcc phase is too high to make the bcc-fcc transition possible within the time scale of simulation.

According to Refs. 36 and 37, the free-energy barrier of bcc-fcc transition is dependent on the contact energy $\varepsilon$. When $\varepsilon$ is decreased, the free-energy barrier of bcc-fcc transition can become low enough to be overcome spontaneously. Such an explanation can resolve why the bcc particles of $\varepsilon = 2$ are less than those of $\varepsilon = 20$. But continuing to increase $\varepsilon$, we find that fcc is dominant over bcc again [see Figs. 5(c) and 6(c) for $\varepsilon = 80$ and $P = 40$]. This indicates that the nucleation pathway is rather more complex than expected. On the other hand, the state points with high enough supersaturation (large $\varepsilon$ and high $P$) may run into the spinodal regime where the free energy barrier approaches 0, making the kinetic pathway through this regime more favorable than others. When the metastable bcc structure is in this regime, its lifetime will be very short and the transition from metastable bcc to stable fcc can be done instantaneously, and in this case, it looks as if the predominant fcc structure is formed directly.
without the intermediate bcc structure emergence. As the spinodal regime is unknown, the present observation that fcc is dominant over bcc is also possible due to the spinodal decomposition.

Based on the above discussion, we can conclude that the favored phase during nucleation depends on the state point where the system lies. Notice that during the nucleation process, the bcc proportion only dominates at intermediate (e.g., ε = 20) for fixed P = 40. But in other cases (both small and large ε), there is a tendency of bcc proportion decreasing. It may well explain why the metastable phase of bcc cannot be observed under most of conditions. If we want to observe the liquid-solid phase transition through the metastable bcc phase, the proper choice of the state point will be critical. We will discuss this issue more specifically in Sec. III C.

C. Transition through metastable bcc

Now let us concentrate on the case of ε = 20 and P = 40 [see Figs. 5(b) and 6(b)] where the metastable bcc structures are dominant during the process of crystal nucleation. Among the 100 independent samples with different initial configurations, we take a typical one to analyze the dynamic process of the crystallization.

Let us first look at how the number of various particles (including the relatively ordered precursor and crystal particles) evolves during the crystallization, as is displayed in Fig. 6(b). At the early stage of crystallization (t < 5000δt), the system runs into a metastable liquid state as there are very few crystal particles but more and more precursors [see the right panel of Fig. 6(b)]. Afterwards, the crystal nucleation starts and the number of solid particles increases apparently until almost all of the particles are crystallized [see the left panel of Fig. 6(b)]. Consistent with Figs. 3(b) and 5(b), both precursors and crystals have predominantly bcc-ordered structures.

In order to investigate the crystallization process more clearly, some snapshots which correspond to Fig. 6(b) have been plotted by using the software Visual Molecular Dynamics (VMD)38 (see Fig. 7). Obviously, the nucleation takes place inside the relatively ordered precursor particles, and the precursors are always wetting on the crystals during the whole crystallization. With the growth of nucleus, a bcc crystal is always dominant. Eventually the system can be crystallized into a structure with most bcc particles [see Fig. 7(d)]. For a further confirmation of the crystal structure in the final stage, we calculate the radial distribution function (RDF) which is averaged over the configurations after equilibrium. Comparing with the RDF curve of perfect bcc, we can see that the structure emerged corresponds well with bcc (Fig. 8). This also implies that our crystal identification using the W6-W4 plane is suitable.

With fixed ε = 20, a set of simulations are performed by varying the pressure. We find that the fractional composition of bcc in the nuclei becomes less and less when increasing the pressure. This can be explained by the Alexander-McTague mechanism as it is often significant for the weakly first-order transition. A high enough pressure (ε is fixed) means that the state point is so far from the liquid-solid line (see the phase diagram shown in Fig. 1) as to make the Alexander-McTague mechanism trivial. From the picture of precursor mediated crystallization, the bcc crystal nucleated from the predominantly bcc-ordered precursor is in principle easier due to the symmetry matching because it reduces the interfacial energy. However, for a strong liquid-solid transition (at the state point far from the liquid-solid line where interfacial energy is low enough to be overcome easily), many bcc-ordered precursor particles can directly nucleate into fcc crystals.

For a further study, many more simulations have been performed at other state points with various ε, P, and κ. If ε is too small (e.g., ε < 8), the predominant metastable bcc is not

![FIG. 7. Real-space snapshots (plotted via the VMD software) of a typical crystallized system corresponding to Fig. 6(b) (t ≥ 7000δt), in accord with the RDF of perfect bcc (dotted line). Notice that the pair distance in the x axis is divided by the relevant length scale L0 = \( \sqrt{\frac{6}{\pi \rho}} \) (ρ is the number density of systems).](image)

![FIG. 8. Averaged RDF curve (solid line) of a typical crystallized system corresponding to Fig. 6(b) (t ≥ 7000δt), in accord with the RDF of perfect bcc (dotted line). Notice that the pair distance in the x axis is divided by the relevant length scale L0 = \( \sqrt{\frac{6}{\pi \rho}} \) (ρ is the number density of systems).](image)
found at all. Actually the condition of very small $\epsilon$ indicates that the particles have weak interactions and the characteristic of colloidal system is close to that of hard spheres, so it is no wonder to obtain few bcc crystals during crystallization. When $\epsilon$ is large enough, the bcc composition decreases with the increasing of pressure, which is similar to the case of $\epsilon = 20$ (related to the weakly first-order transition) and exactly suggests that the dominant bcc crystals are formed only near the bcc-fcc phase boundary (see Fig. 1). The effect of $\kappa$ on the formation of the metastable bcc crystal is similar to that of $\epsilon$; i.e., only small enough $\kappa$ makes it possible that predominant metastable bcc appears.

Combining all the above discussions together, we can conclude that the formation of dominant metastable bcc needs these necessary conditions: low enough supersaturation or pressure related to the weakly first-order transition, large enough $\epsilon$, and small enough $\kappa$. In this situation, the state point is always close to the bcc-fcc phase boundary. For the crystallization in most regions of the liquid-solid phase diagram, bcc-ordered precursors have transited to fcc structures before their sizes become macroscopically detectable. It accounts for that the metastable bcc, as pointed out in our previous experiments,14,15 can only be seen macroscopically in a narrow window of the colloidal phase diagram. Finally we would like to mention that such a relation between the presence of a fcc-bcc boundary and the crystallization process also happens in other systems, e.g., a similar competition in rare gas systems,49 Gaussian core-model system,50 and Hertzian spheres.16

IV. CONCLUSION

We have performed the brute-force MD simulations to study the crystal nucleation in charged colloids at different state points where the stable phase is definitely fcc. According to the results, we may conclude that bcc always exists but only dominates in a narrow region. In most of fcc phase regions, the amount of bcc crystal is too small to be detected macroscopically, which is consistent with our experimental finding that there is a rather narrow window of observing the available metastable bcc phase.14,15 This also explains why dominant bcc has not been observed in some experiments of charged colloids, e.g., the confocal microscope experiments by Tan et al.12 Moreover, we should note that the model of repulsive Yukawa potential differentiates the real colloid-colloid interaction. For instance, the screening length is not constant but dependent on the state point of the system. So the parameters of charged colloids in experiments cannot be tuned as freely as the model used in our simulations, which make the macroscopic detection of the metastable bcc phase even more difficult. In sum, our results suggest a reasonable region where the metastable bcc phase should be detected in macroscopic experiments.

In addition, the formations of preordered precursors and subsequent crystals in charged colloids are investigated. Before a liquid particle transforms into crystal or solid, it is always relatively ordered, i.e., it first becomes a precursor particle with fairly high $Q_6$. Thus the precursors are considered to act as the seeds of crystal nucleation, which is similar to previous findings in many other systems. The structures of precursors, consistent with Ostwald’s step rule27 and the Alexander-McTague mechanism,28 have predominantly bcc-type ordering at all the state points considered. On the other hand, the observations of crystal nucleation suggest that the crystal structures are not determined by the precursors because the composition of crystal formed eventually seems to be dependent on the state point we choose. Such a result tells us that the crystal nucleation mechanism in charged colloids is rather complex and it has more subtle details than expected, which would be interesting for future study.
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