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Cavitating flow near free surface is a complicated issue and may provide new inspira-
tion on high-speed surface cruising. This study observes stable supercavitating flow
as a new phenomenon in a launch experiment of axisymmetric projectile when the
upper side of the projectile coincides with the free surface. A numerical approach
is established using large eddy-simulation and volume-of-fluid methods, and good
agreements are achieved between numerical and experimental results. Supercavity
formation mechanism is revealed by analyzing the experiment photographs and the
iso-surface of 90% water volume fraction in numerical results. The entrainment of a
large amount of air into the cavity can cause the pressure inside the cavity to similarly
increase with the pressure outside the cavity, which makes the actual cavitation num-
ber close to zero and is similar to supercavitation. Cases with various headforms of the
projectile and cavitation numbers on the cavitating flow, as well as the drag reduction
effects are further examined. Results indicate that the present strategy near the free sur-
face could possibly be a new effective approach for high-speed cruising after vigorous
design optimization in the future. © 2018 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5017182

I. INTRODUCTION

Cavitation phenomenon occurs in low-pressure regions around high-speed underwater vehicles,
and extremely high pressure generated by unstable cavity and collapse can cause serious damage on
vehicle surface.!> The instable cavitation is one of the most important speed barrier for underwater
vehicles. The typically unstable phenomena of cavitating flows include re-entry jet, cavity shedding,
and internal collapse. Many researchers have studied these issues by using experimental and numer-
ical methods.>* Relevant experiments are mostly performed in water tunnels by using high-speed
camera, particle image velocimetry,>~” and X-ray®~'? as the main measuring instruments. The com-
putational fluid dynamic method is mostly used for numerical simulations by solving Navier—Stokes
equations which are adopted as governing equations. The cavitation model and turbulent-solving
approach are key factors of numerical methods. Cavitation models are introduced to calculate mass
transfer between water and vapor phases.!'~!> Two methods are mostly used in turbulence effect simu-
lations: Reynolds-averaged Navier—Stokes (RANS) equations and turbulence models, and large-eddy
simulation (LES). Physical modifications are usually necessary for RANS approaches to accurately
estimate turbulent viscosity inside the cavity. Approaches, such as modified renormalization-group k-
& turbulence model,'®2° filter-based k-& model,?! and partially-averaged Navier-Stokes method,>~>*
are widely used. LES is newly applied in the cavitation simulation field to capture considerable details
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of vortex-related cavity structures in the flow field with high accuracy. A few promising results have
been published.?>>-30

Artificial ventilation is an important and the most widely applied control approach in the cav-
itating flow; this approach can be used for drag reduction to increase the cruise speed.’! Typical
categories include bubble layer drag reduction (BLDR),*>? air layer drag reduction (ALDR),3*-3¢
and artificially ventilated supercavitation.” An attractive prospect for friction drag reduction can be
provided by replacing liquid water with gas in the flow near the vehicle surface to create a large
reduction in near-wall density. Moreover, non-condensable gas can weaken or eliminate the collapse
of unstable cavity to protect the vehicle surface structure. Supercavitating flow also involves com-
plex unstable factors, such as gas leakage and shedding at the cavity closure, which has received
considerable attention in recent years.3%3°

Cavitating flow under the effect of free surface is rarely studied in the past, which may involve
many complicated interfacial phenomena. The mechanism of cavity formation and collapse around
a projectile in high-speed water entry is presented. Analytical and numerical methods are suggested
to estimate variables that are important in characterizing the cavity dynamics.*>*' Wang*>* stud-
ied in detail the free surface effect on the cloud cavitating flow around an axisymmetric projectile.
Moreover, the atmospheric ventilation flow around a blunt body near the free surface was discussed.
The free surface effect on the cavitating flow around hydrofoil is usually studied using potential flow
theory and VOF method.**¢ The free surface is usually considered to be a negative factor for water
surface vehicles due to the large drag induced by wave elevation.*” However, a few marine animals,
such as whales and dolphins, swim fast by sliding on the free surface, which may provide new inspi-
ration to our study.*® Several common difficulties are far from being solved, such as large interface
deformation, cavitation phase change, and interactions between the free surface and cavitation. Many
complex phenomena require people to reveal. A few special and interesting new phenomena may
bring significant prospects to underwater cruise.

In a launch experiment of the axisymmetric projectile, air entrainment occurred, and super-
cavity was generated when the free surface coincides with the upper side of the projectile.
The air entrainment problem was mentioned by Faltinsen and Semenov*’ as an extreme phe-
nomenon. The adjoined studies of experiment and numerical simulations are performed, which
showed a new phenomenon and revealed the mechanism. The present work is organized as follows.
Section II presents the experimental setup. Section III introduces numerical methods, and relevant
flow parameters. Section IV describes cavity evolutions and analyzes the supercavity mechanism
and effect. Subsection IV A compares the overall evolutions between numerical and experimen-
tal results, which focuses on the mechanism of cavity evolutions and the characteristics of fast
air entrainment. Subsection IV B and IV C discussed cases with various projectile headforms
and cavitation number. Subsections IV D and IV E further examine the relative vortex struc-
tures and drag reduction effects, respectively. Section V summarizes the major conclusions of the
study.

Il. EXPERIMENTAL SETUP

Launch system is established based on split Hopkinson pressure bar technology,”® which can
transiently accelerate the projectile with a slight disturbance on water. The present system is also
adopted to investigate cloud cavitating flow near the free surface.*” The projectile used in this study is
a slender polished stainless-steel blunt head cylinder with 37 mm diameter. The free surface is tangent
to the model at its upper side. The water tank test facilities are shown in Figure 1. Typical photograph
with the model and cavity can be obtained, as shown in Figure 2, using a high-speed camera with
25,000 fps. The analysis of obtained images indicates that speed is approximately uniform at 19.1 m/s.
The temperature is 20 °C. The cavitation number can be calculated as follows:

o:%:o.ﬂ (1)
jpwV oo

where po, is pressure in open air, p, is saturated vapor pressure, p,, is water density, and v, is
projectile speed. The supercavity generated from the projectile shoulder is clearly shown. The cavity is
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1.SHPB launcher 2.Incident bar
3.Transfer bar 4.Cavitator
5.High speed camera

FIG. 1. Water tank test facilities.

non-asymmetrically affected by the free surface. Thus, the lengths of the upper and lower sides of the
cavity are measured, as shown in Figure 2. In this figure, Ly, is calculated based on the cavity section
on the free surface level, and Lyown is calculated based on the cavity section on the lower side level of
the projectile. Length and thickness precision is approximately a pixel of the image (0.74 mm). Given
that the model is small and fast, the difference between the pressure exerted by gravity at the upper
and lower side of the model is nearer than flow dynamic pressure. The equation Z ii’jm =0.0018« 1
shows that variation of local cavitation number in y direction is very small. d = 372mm is the projectile
diameter. Cavity evolution will be mainly discussed based on experimental pictures and numerical
results in the following sections. The cavity shape changes with the submerged depth at the launch,
and the cavitation phenomenon can be classified by shape development into cloud cavitation,*?
natural ventilation*® and supercavitation. Moreover, cavitating flow depends on the headforms of the
projectile and cavitation number, which are discussed in Sections IV B and IV C, respectively.

lll. NUMERICAL METHODS
A. Governing equations

Mixture/multiphase flow equations are adopted to simulate the motions of liquid water, vapor, and
air, including the phase change. Continuity and momentum equations for the mixture are established
as follows.

9 ¥(on)
—+ =0 2
ot 6xj @
dpu) 3 (puin) __op, 9 ( 94 3)
ot dx;  Ox; dx; \' Ox;
where u; is the velocity component in the i direction, and p is pressure.
Laminar viscosity u is defined as a volume-weighted average of the three components as
u=—ay =) pr +ayply + @apla “)

where @, and @, are vapor and air volume fractions, respectively.

FIG. 2. Typical cavitation photograph.
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Mixture density p is defined as
p=1-a,—ay) pi+aypy +Aupq &)

The volume fractions of vapor and air are governed by the following mass transfer equations:

davpy) Oavovy)
Py + 6xj = m (6)

daps)  O(capatt)
+
ot 6xj
The source terms 7zt and 72~ in the vapor transport equation (6) represent the mass transfer rate
of evaporation and condensation, respectively, which are derived from the bubble dynamics equations
of generalized Rayleigh—Plesset equation by Zwart et al.>! as follows.

=0 7)

3ame (1 —ay) py zmax (pv —p,0)
Rp 3 o1

®)

-+
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3aypy |2max (p —py,0)
Rp 3 pi

m = FL'()nd (9)

The generalized bubble radius Rp in Equations (8) and (9) is set at 107% m, the nucleation site
volume fraction a,,, is set at 5 x 1074, the evaporation coefficient is set at 50 m, and the condensation
coefficient is set at 0.01. The selected parameter values are based on the work of Zwart et al. These
parameters have been discussed and are found to work well for a variety of fluids and devices. The
parameters and the recommended value of the cavitation model are extensively used.*> A few studies
have shown that the parameters within a certain range have a slight effect on the results of cloud
cavitating flow.>>

B. LES approach

The governing equations are solved by the LES approach with the Smagorinsky-Lilly subgrid
scale (SGS) model. Applying a Favre-filtering operation to Equations (2) and (3) derives the following
LES equations:

ap  0(pm)
7 + %) =0 (10)
i) Ol pui; 5 au;\ Ot
ﬁ(pu,)_l_ ( /) :_6_p+i ﬂﬁ L) (1)
ot 6);,- (9xj 6xj (9Xj ax]'

where the over bars denote filtered quantities. The SGS stress 7;;, which must be modeled as the extra
term in Equation (11), is defined as follows.

T = PTG ~ i) (12)
The Boussinesq hypothesis is employed, in which the SGS stress is computed from
1 _

Tij = 3 Tk0ij = —2HiSij (13)
where y, is the SGS turbulent viscosity. Isotropic part kk is not modeled but added to the filtered
static pressure term. Sij is the rate-of-strain tensor for the resolved scale, which is defined by

- 1 on; 61‘4j
Si==(—+— 14
I 2 an 6)6,') ( )
The SGS turbulent viscosity y; is closed by the Smagorinsky—Lilly model and calculated
by u; = pL% 25’,-1-5‘,7, where L; is the mixing length for the subgrid scales. It is computed by

L, =min(kd, C;V'/3), where « is the von Karman constant, d is the distance to the closet wall,
C, is the Smagorinsky constant set as 0.1, and V is the volume of the computational cell.
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C. Simulation procedure

The present study adopted mixture/multiphase flow equations and related approaches to simu-
late the motions of liquid water, vapor, and air, including the cavitation effect of phase change. The
details of the numerical methods can be found elsewhere.** The mass transfer rates of phase change
are calculated using the cavitation model derived from bubble dynamics equations of the generalized
Rayleigh—Plesset equation by Zwart et al.>> The LES equations are derived by applying a Favre-
filtering operation to involve the interaction between cavitation and vortex. The Smagorinsky—Lilly
model is used as an SGS model based on the Boussinesq hypothesis to calculate the SGS stress.
Unsteady numerical simulations are performed based on a finite-volume method with a coupled
scheme by using commercial computational fluid dynamics software from ANSYS Fluent (Canons-
burg, PA, USA). The computational domain is shown in Figure 3, with half of the model considered.
A semi-infinite projectile model is used, and the effect of the tail on the shoulder cavity is neglected.
The model is fixed with the free surface moving toward it. For the velocity inlet boundary condition,
inlet velocity is set at 19.1 m/s without turbulent perturbations. Other detailed numerical schemes
and parameters are listed. Second-order implicit scheme is used for time discretization, which is
compatible with the cavitation model and LES method. The body force weighted option is selected
for pressure interpolation. The modified high-resolution interface-capturing scheme selected is more
robust than explicit geometric reconstruction scheme and compatible with cavitation mass transfer. As
whole acceleration process is very short in the experiment, the unsteady cavitating flow simulations
are started from a uniform flow field. The time step size is set as 107s.

The computational domain is discretized with a block-structured grid, which is refined around
the model and near the free surface, as shown in Figure 4. The first layer height is set at 1 m to

Symmetry Plane / L \
e = *\ :

Y \\;all boundary

S A

e ————

FIG. 3. Calculated domain and boundary conditions (domain size 1.2 x 0.8 x 0.4 m).

FIG. 4. Mesh near the head of the projectile.
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FIG. 5. The comparison of the variation of cavity lengths. Cavities on the upper and lower sides nearly have the same length
in the first stage, and cavities on the lower side are notably longer than the upper side in the second stage.

ensure that Y+ is approximately equal to 1. The cell number is approximately four million with
good orthogonality. Numerical method verification, including grid independence analysis, can also
be found in the Ref. 42 based on cloud cavitating flow near the free surface.

D. Comparison of cavities evolution

The development of cavity shape and length is obtained from experimental and numerical results.
The overall evolution and length variations of the cavity are shown in Figure 5, in which the process
involves two stages. In Stage 1, the cavity rapidly grows and is approximately linear, and cavity
lengths are similar on different sides of the projectile. In Stage 2, cavity growth rate decreased, and
the cavity on the upper side is notably shorter than that on the lower side. The difference gradu-
ally increased with time. Length development and variation of the obtained numerical results fairly
agree with the experiments, which include the relationship between upper and lower sides of the
cavity.

We produce a new refined mesh that contains approximately 30 million cells using the same
mesh method to verify the stability of the original mesh size for the simulation. The resultant cavity
profiles are compared to that in the previous simulation and in the experimental results. Figure 6
shows the results of the comparison. The present study considers the main features of cavity evo-
lution to a more considerable extent than in other attributes. By comparing the images shown in
Figure 6 we find that the refined mesh simulation results are consistent with the original results of

Original Mesh

4ms 8ms 12ms 16ms

Refined Mesh

FIG. 6. Comparison of the cavity profiles between the experimental figures and the simulated results of the original mesh and
refined mesh.
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cavity evolution. The specific features for comparison include cavity length, cavity shape, and wave
elevation.

After verifying the mesh independence of the simulation method, the simulation results of the
original mesh are used for further analysis and discussion. The results show that the mesh plan is
fairly stable. The simulated results of small cell sizes remain good.

IV. RESULTS AND DISCUSSION
A. Cavity development and air entrainment

The developments of cavity and free surface can be presented by experiment photographs and the
iso-surface of 90% water volume fraction in numerical results. The cavity stably grows and remains
transparent in the initial stage. Cavity shape under the free surface is similar to that in the common
submerged case. The water layer leaps above the free surface by projectile impact. Water layer steeply
rises, and the trailing edge of the water layer is nearly vertical. The water layer tip separates in the
experimental photographs, and the volume fraction of the liquid water phase decreases in the same
zone, as shown in Figure 7(a). The cavity continues to grow, and the intersection angle between the
water layer and the horizontal plane gradually decreases. The fracture zone on top of the water layer
expands downward, as shown in Figures 7(b)-7(d). The cavity does not have an apparent re-entry
jet, thus remaining transparent in this process. The water volume fraction distribution around the
projectile at 10 ms is shown in Figure 9(d).

The stable cavity is significantly longer than that in the submerged case, which is approximately
twice the diameter of the present cavitation number. Therefore, the cavitation phase change is no
longer the most important active factor of cavity development. Streamlines inside and around the
projectile at typical moments are shown in Figure 8. Strong air entrainments are generated in this
case. The air in the main flow turns around into the cavity through the trailing zone to the leading
cavity edge. Then, the air sweeps the projectile surface in a tangential direction. Finally, air flows to
the trailing edge to support the cavity part under the free surface.

The shapes of the cavity and the leaping water layer at 10 ms are similar with those at 8 ms, but
the lengths are long (Figures 9(a) and 9(b)). The cavity opening can be clearly seen from the back
view, as shown in Figure 9(c). The open-zone border is crimped inward. An intact cavity boundary is
formed in the upstream part of the cavity by the leaping water layer and the water field under the free
surface. However, the profiles breaks down in the downstream part of the cavity beyond the leaping
water layer. Therefore, the external access for air entrainment is retained (Figure 9(d)).

Given that the lowest pressure is located at the leading edge of the projectile, air entrainment
rapidly flows upstream after access and then turns downward. Finally, air flows downstream and leaks

FIG. 7. Cavity development in the growth process. The left and right views are the experiment photograph and the iso-surface
of 90% water volume fraction at each moment, respectively.
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2ms 4ms 6ms 8ms

S8EEEEEEE i ]—_

FIG. 8. Time sequences of streamlines inside and around the cavity. The color of streamlines presents the density of the
mixture, in which red means that the liquid phase is dominant, whereas blue means the gas phase (vapor or air) is dominant.

outside the cavity boundary, as shown in Figure 10. Pressure levels inside and outside are similar,
which makes the actual cavitation number close to zero and is similar to supercavitation (as shown
in Figure 11).

The cavity continues to grow after 10 ms in the cavity evolution period we considered. The
cavity on the upper side becomes notably shorter than the lower side, and the intersection angle
between the water layer and the horizontal plane decreases. The broken water layer falls and evolves
to a fan-shaped zone, as shown in Figure 12. Given that the drag of broken water layer is high,
its velocity decreases and then falls under the gravity effect until it impacts on the upper projectile
surface.

The access area becomes small due to the falling water layer. Most of the outside streamlines of
air entrainments are on the sides of the cavity, as shown in Figure 13(a). The air entrainment access
is partially closed when the broken water layer comes in contact with the upper projectile surface, as
shown in Figure 13(b).

.

i

FIG. 9. Cavity patterns at 10 ms. (a) The cavity shape in the experiment photograph. (b) The cavity shape in the numerical
results from the side view. (c) The cavity shape in the numerical results from the back view. (d) Flood contour of the volume
fraction of the air phase with a cut-off value of 0.9, while the line contour presents the air volume fraction in the axial slices,
which can show the profiles of the water layer and the cavity.
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10ms

.

§§;}§§§§§§§ |

e, >

FIG. 10. Streamlines inside and around the cavity at 10 ms. The color of streamlines presents the density of the mixture, in
which red means the liquid phase is dominant, while blue means the gas phase (vapor or air) is dominant.

FIG. 11. Pressure distribution around the projectile.

FIG. 12. Cavity development in the water layer falling process. The left and right views are the experiment photograph and
the iso-surface of 90% water volume fraction at each moment, respectively. The red lines present the boundaries of the broken
water layer.
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FIG. 13. Streamlines inside and around the cavity when the water layer falls and the access closes. The color of streamlines
presents the density of the mixture, in which red means that the liquid phase is dominant, whereas blue means that the gas
phase (vapor or air) is dominant.

B. Discussion of various headforms of the projectile

This subsection discusses two more types of headforms of the projectile: conical head and hemi-
sphere head. Together with the preceding blunt head projectile mentioned, the experimental results
and observations of the three cases are compared. Cavity evolution is compared in Figure 14, which
shows that the blunt head projectile experienced the strongest air entertainment into the cavitating
flow around the model, while the hemisphere head projectile experienced the weakest. Supercav-
ity only occurs on the first two types of headforms. Natural ventilation occurs on the hemisphere
head projectile with strong air entertainment into the cavity on the model.*> A sharp shoulder of the
projectile could induce a strong super cavity on the tested model.

Figure 15 plots the comparison of the variation of cavity lengths to clearly show the differences.
The cavity length continues to grow during the water tank experiment for the supercavity on the blunt
head projectile. However, for the two other cases, the length of the cavitating flow around the model
is stable after the growth period. Wang analyzed the free surface effect on the cavitating flow around
the underwater launched vehicle, which could induce a stable cavity on the tested model.*?

C. Discussion of various cavitation numbers

This subsection discusses the results of the launching speed approximately 14, 16, 18, 20, and
24 m/s for the tested blunt head projectile in the water tank experiment, which are related to the

FIG. 14. Comparison of the blunt, conical, and hemisphere head projectile cavity evolution at 4, 8, 12, 16, and 20 ms.
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FIG. 15. Comparison of the variation of cavity lengths. The results of the three types of headforms of the projectile contain
the blunt, conical, and hemisphere heads.

cavitation number of 1, 0.77, 0.61, 0.49, and 0.34, respectively, based on Equation (1) in Section II.
Figure 16 plots the comparison of the variation of cavity lengths for different cavitation numbers.
The super cavity on the projectile becomes strong as the model speed increases. The growth rate is
proportional to the model speed. The growth rate of the cavity length is approximately similar to the
model speed.

D. Vortex structures inside the bubble

The strong interactions in the cavity growth process occur between air entrainment and flow field
inside the cavity, and large amounts of vortices are generated. An important concentrated vortex zone
exists near the access inside the cavity, which presents strong interactions between air entrainment
and the leaping water layer interface. A vortex with red surface is generated at 2 and 4 ms, which
demonstrates that air entrainment tangentially moves along the outer cavity boundary when the cavity
is short, as shown in Figures 17(a) and 17(b). The vortices nearly break down and are located near
the projectile wall at 6 and 8 ms, which demonstrates a strong interaction between air entrainment
and the boundary layer, as shown in Figures 17(c) and 17(d). The vortex structures nearly have blue
and red colors above and below the middle horizontal plane, respectively. The color distribution can
verify the preceding air entrainment trajectory mentioned.

600 T T T T T T T T
—o—24m/s e
5004 | —v—20m/s S
——18m/s og 1
= —o—16m/s
£ 400 -
?-E/ i
=)
S 300 4
=z 4
>
& 200 -
100 4 i
0_}4 T T T T
0 10 20 30 40
Time (ms)

FIG. 16. Comparison of the variation of cavity lengths. The results of the tested speed of 14, 16, 18, 20, and 24 m/s are plotted.
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FIG. 17. Time sequence of cavity boundaries and vortex structures (1). The translucent surfaces are the cavity boundaries
presented by the iso-surfaces of the water volume fraction of 90%. The vortex structures are presented by the iso-surfaces of
the vorticity magnitude of 25000 1/s. The color presents the velocity in the axial direction, in which red means that velocity
is the same as the main in flow, and blue means the opposite.

10ms
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FIG. 18. Time sequence of cavity boundaries and vortex structures (2). The translucent surfaces are the cavity boundaries
presented by the iso-surfaces of the water volume fraction of 90%. The vortex structures are presented by the iso-surfaces of
the vorticity magnitude of 25000 1/s. The color presents the velocity in the axial direction, in which red means the velocity is
the same as the main in flow, and blue means the opposite.

The vortex structure pattern at 10 ms is similar to that at 8 ms, as shown in Figure 18(a).
Air entrainment velocity and vortex intensity both decrease as the water layer falls, as shown in
Figure 18(b). When the water layer comes in contact with the projectile wall again, air entrainment
inside the cavity weakens and loses its original trajectory, as shown in Figure 18(c).

E. Effect of supercavity on drag reduction

The good frictional drag reduction of artificial supercavity is the main reason for its application.
Therefore, investigating whether the proposed new phenomenon can lead to a drag reduction effect
is necessary. An additional submerged case is introduced with the same projectile model, launch
speed, and numerical methods, while only the submerged depth is modified far from the projectile.
Drag comparison is performed between the two cases. The projectile surface is divided into several
subzones (Figure 19) to reflect the effects on various drag components, such as pressure and viscous
drags.

[ Drag of head ] [ Drag of side-1 ] [ Drag of side-2 ]

4D 17.5D

FIG. 19. Subzone division of the projectile surface.
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FIG. 20. Comparison of drags of head subzones. Black and red lines present the time variations of the drag in the free surface
case and submerged case, respectively.

Drag time variation is obtained for each subzone. The head subzone drag in the supercavity case
is more stable and higher than that in the submerged case due to the additional wave elevation effect.
However, the drag in the submerged case is unstable and has local peak values due to local high
pressure generated by cavity shedding and collapse, as shown in Figure 20.

The drag of the side wall is generated by a viscous effect. For the upstream part of the side
wall, the drag in the free surface is also stable due to the intact supercavity. Meanwhile, the drag
often varies in the submerged case due to cavity shedding and re-entry jet, as shown in Figure 21.
Therefore, drag reduction is notable for this subzone in the free surface.

The drags for the long downstream parts of the side wall are stable. The drag of this subzone
in the free surface case is significantly lower than that of the fully wet subzone in the submerged
case due to the surrounding supercavity. The amplitude of drag reduction is nearly 50% for the stable
values, as shown in Figure 22.

The total drags of the preceding subzones mentioned are compared, as shown in Figure 23. The
drag in the free surface case stably decreased with time. Drag oscillations occur in the submerged
case due to unsteady characteristics.

2| —— sidewall-freesurface| -
—— sidewall-submerged

Drag (N)

N 1 R I R I A 1 R 1 R 1 R
0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035

Flow time (s)

FIG. 21. Comparison of drags of upstream side subzones. Black and red lines present the time variations of the drag in the
free surface case and submerged case, respectively.



035016-14 Xu et al. AIP Advances 8, 035016 (2018)

704

60

£
®
(&)
£ 504
>
[
3
£ 404
T
% 30 longSideWall-freesurface
g longSideWal-submerged
2
ke) 204

104

1 T T T T T T T T T T g 1
0.000 0.005 0.010 0.015 0.020 0.025 0.030

Flow time (s)

FIG. 22. Comparison of drags of the downstream side subzones. Black and red lines present the time variations of drag in the
free surface and submerged cases, respectively.
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FIG. 23. Comparison of total drags. Black and red lines present the time variations of drag in the free surface and submerged
cases, respectively.

Table I lists the time average values of the drags from 5 ms to 35 ms. Compared with the
submerged case, the pressure drag of the head subzone is slightly higher, and viscous drags of the
two other subzones are significantly lower in the free surface case. The relative difference of the total
drag is approximately 4%. Therefore, viscous drag reduction by the supercavity near the free surface
is more significant than the increase of pressure drag by wave elevation, which indicates that the
present strategy near the free surface is effective for high-speed cruising.

TABLE I. Drag comparison of various subzones.

Subzones (Near free surface) Drag(N) Subzones (submerged) Drag(N)
Head 66.6 Head 65.3
Side-leading(4D) 0.2 Side-leading(4D) 0.5
Side-trailing(17.5D) 12.9 Side-trailing(17.5D) 17.5

Total 79.7 Total 83.3
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V. CONCLUSIONS

This study presents an experiment on the supercavitating flow around the axisymmetric projectile
near the free surface. A numerical simulation is performed based on VOF and LES methods. The
unsteady behaviors of the cavity and the water layer are obtained, and agreements are achieved
between numerical and experimental results.

The supercavity is generated by the entrainment of a considerable amount of air into the cavity,
which can cause the pressure increase inside and outside the cavity. Therefore, the actual cavitation
number is close to zero, and a stable supercavity can be formed in the short-term cruising process.
The air entrainment access is surrounded by the leaping water layer. The water layer breaks down
and falls to the projectile surface, which can block air entrainment and lead to a shorter cavity on the
upper side than that on the lower part of the projectile. Effect of various headforms of the projectile
and cavitation numbers on the cavitating flow are also analyzed.

Air entrainment is fast and has a certain trajectory, which can form complex vortex structures by
interacting with the flow field inside the cavity, which is also weakened by the falling of the broken
water layer after the cavity growth process. Compared with the submerged case, the pressure drag of
the head subzone is slightly higher, while the viscous drags of the two other subzones are significantly
lower on the free surface. The relative difference of the total drag is approximately 4%.

The supercavity generated when the projectile is close and piercing the free surface is stable,
by which the cavitation erosion effect due to unstable cavitation can be neglected. In addition, drag
reduction effect in the present case is more significant than the submerged case. The results of
this study reveal that the present strategy near the free surface can be a new effective approach for
high-speed cruising after vigorous design optimization in the future.
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