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High-fidelity Improved Delayed Detached Eddy Simulation modeling is applied to examine the influence of

the symmetry plane on the supersonic flow and combustion characteristics in a round-to-elliptic–transition

scramjet combustor. A quarterly split domain and the full domain are modeled by using up to 0.14 billion cells and a

third-order scale-selective discretization scheme. The combustion chemistry is described by the finite-rate partially

stirred reactor model based on multicomponent diffusion and a skeletal kerosene mechanism with 19 species/

53 reactions. Time-averaged pressure, temperature, Mach number, and heat release rate are compared to examine

the influence of the symmetry assumption on the mean flow fields. The exchanges of mass, momentum, and energy

across the symmetry planes are analyzed. Considerable increases in the combustion efficiency and total pressure loss

occur when applying the full domain, although with the similar mixing efficiency. Turbulence spectrum analysis

confirms the −8∕3 power-law for supersonic flows, and the inertial subrange is found to be shorter in the quarter-

domain modeling. A comparison of the Borghi’s diagrams shows that the data points shift from the

flameletmode to the thin reaction zonemodewhen using the full domain, and at least 1∕3 of them cannot be described

by fast-chemistry combustion models.

Nomenclature

A = cross-sectional area
Cp = specific heat, J∕�kg ⋅ K�
cα = molar concentration of species α, mol∕m3

cμ = model constant, 0.09

Dα, DT = mass and thermal diffusivity, m2∕s
Da = Damköhler number
dIDDES = length scale in IDDES, m
dQ = heat release rate, W
H, Ht = absolute and total absolute enthalpy, J∕kg
h = step height, m
kf;β, kr;β = the forward and reverse rate constants of the

βth-elementary reaction
kres = turbulent kinetic energy of the resolved

motions, m2∕s2
kt = unresolved turbulent kinetic energy, m2∕s2
L,M, N = numbers of species, reactions and mesh cell
lF = thickness of flame front, m
lk = Kolmogorov length scale, m
lT = thickness of preheating zone, m
lδ = thickness of chemical reaction zone, m
Ma = Mach number
_m = mass flow rates, kg∕s
Prt = turbulent Prandtl number
p, Pt = static and total pressure, Pa

R, Ru = gas constant (J∕�kg ⋅ K�) and universal gas
constant (≈8.314 J∕�mol ⋅ K�)

Sij = strain rate tensor, m∕s
Sct = turbulent Schmidt number
T, Tt = static and total temperature, K
V, ui, u

0
i = velocity vector, ith-component and fluctu-

ation,m∕s
W = molecular weight, g∕mol
W0 = channel width, m
x = Cartesian coordinate in the x direction
Y = mass fraction
y� = nondimensional wall distance
ϵ = turbulence dissipation rate, J∕�kg ⋅ s�
ε = small quantity to avoid zero division, usually

1 × 10−30

ηcomb = combustion efficiency
ηmix = mixing efficiency
ηPt = total pressure loss
ν, νt, νeff = kinematic, turbulent, and effective viscosity,

m2∕s
νCO2

= stoichiometric coefficient of CO2

ξst = stoichiometric mixture fraction
ρ = density, kg∕m3

~τij, τij = viscous and Reynolds stress tensor,
kg∕�m ⋅ s2�

τc, τδ = time scales of flame front and chemical
reaction zone, s

τmix, τmix;t, τmix;l = micromixing time scale, its laminar and
turbulent parts, s

τ0, τt, τΔ, τk = integral, SGS, Taylor and Kolmogorov
time scales, s

Φ = global equivalence ratio
~χ = mean scalar dissipation rate, s−1

ΨT;j = turbulent enthalpy flux, W∕m2

Ψα;j = turbulent species diffusion, kg∕�m2 ⋅ s�
ωα = mass production of species α, kg∕�m3 ⋅ K�

Superscripts

∼ = Favre-averaged quantity
− = averaged quantity

Subscripts

air = quantity of the air crossflow
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BL = quantity of the boundary layer
fuel = fuel quantity
i, j = direction indices
x = quantity at the streamwise location of x
α = species index

I. Introduction

S YMMETRY boundary treatment has been frequently used
in the large-eddy simulation (LES) modeling of symmetric and

axisymmetric scramjet combustors [1–7], mainly to alleviate the
huge computational cost. Moreover, from the presented results, the
flow variables (e.g., wall pressure) seem to be well predicted.
Such symmetry boundary treatment is generally acceptable for
Reynolds-averaged Navier–Stokes (RANS) modelings because the
time-averaged flow fields are supposed to be symmetric. However, it
is questionable to apply the symmetry boundary condition for LES
modelings, because unsteady flows would not obey any kinds of
instantaneous symmetry restriction that would only emerge after time
averaging. Theoretically, if the flow on the symmetric boundary is
mainly supersonic and can be classified as the hyperbolic problem,
the symmetry boundary condition can exert influence only on a
restricted downstream region. For reacting flows, the influence of
symmetry boundary may be more noticeable, because even a small
exchange of high-temperature combustion gas through the symmetry
planemay significantly affect the reactivity on both sides. It would be
of practical engineering meaning to quantify the errors induced by
using such symmetry boundary treatment in supersonic combustion
modelings.
The flow symmetry in reacting systems is especially vulnerable

and can be easily broken by changes in the boundary conditions
(e.g., the area-expansion ratio [8], domainwidth and lateral boundary
condition [9]) or even the flow properties (e.g., Lewis number [10]).
The initial symmetry breaking bifurcation can be restricted
artificially by the symmetry boundary through coercing the flux
across the symmetry plane to zero, which will suppress coherent
structures in the sizes larger than the split domain and provide an
additional effect to stabilize the unsteady flow. For a full symmetric
or axisymmetric domain modeling, even the time-averaged mass
and energy exchanges across the symmetry plane are statistically
conserving, and the instantaneous mass and energy exchanges may
still stir the flow and strengthen the turbulence on both sides, which
implies that the symmetry boundary treatment may suppress the
combined entropy increase on the two sides. For reacting flows, the
flow can become markedly asymmetric because of the asymmetric
heat release on the two sides due to the exchanges of ignition energy
and active radicals. Combustion provides a unique mechanism to
deploy kinetic energy from the smallest scales to the system scales
through the pressure-dilatation work [11] as well as the thermal-
expansion-driven backscatter [12]. Because combustion reactions on
the molecular level are inherently uncontrollable, the well-known
butterfly effect in chaos theory suggests that a very asymmetric
statistically averaged flow can be incubated from an initial symmetric
flow. In practice, asymmetric burning has been frequently observed
for symmetric or asymmetric combustors in the form of localized
overheating or overpressurization, which may finally lead to serious
engine accidents [13,14]. For axisymmetric flow configurations,

swirling flows or azimuthal oscillations can spontaneously form and
have been reproduced numerically [8,10,15,16].
In this study, a kerosene-fueled scramjet combustor working

at a flight Mach number of 6.5 is modeled by Improved Delayed
Detached Eddy Simulation (IDDES) [17] with a quarter domain and
the full domain, respectively. Streamwise measurements of wall
pressure are first used to validate the predictions. Time-averaged and
instantaneous fields are then analyzed by the aid of numerous indices
to quantify the influence of the symmetric treatment on the predictions
of combustor performances and mixing/combustion characteristics.
The study would be useful to provide some guidelines for the future
scramjet combustor modelings, where the huge computational cost
is the critical hindering factor in implementing full-domainmodelings.

II. Experimental and Numerical Details

A. Experimental Case

Figure 1 shows the schematics of the round-to-elliptic shape-
transition scramjet combustor, respectively, through the major and
minor axes of the elliptic cross section (from now on referred to as
major and minor symmetry planes). The scramjet combustors are
composed of three sections: a 600-mm-long isolator section with a
0.7° divergence angle, an 800-mm-long burner section, and a
600-mm-long expander section with a 4° divergence angle. The
inlet diameters of the three sections are 125, 132, and 170 mm,
respectively, and the diameter of the expander outlet is 212mm. In the
elliptic burner section, the shortest semi-minor axis of 50mm and the
longest semi-major axis of 115.5mm are located on a cross section of
425 mm downstream of the burner inlet. There are two circumvented
cavities assembled in tandem in the burner section for flame
anchoring and autoignition. The upstream and downstream cavities,
respectively, have a distance of 228 and 578mm from the burner inlet
to their leading edges. Both the cavities have a depth of 15 mm and a
length-to-depth ratio of 7 and thus are classified as open cavities.
The aft walls of the cavities are at an angle of 45° relative to the
bottom of the cavity. The fuel is injected at 56 mm upstream of
the upstream cavity from six 2.5-mm-diam injection portholes,
whose locations are shown in Fig. 1. The central injector is through
the minor symmetry plane, and its neighbors are on its two opposite
sides with a circumferential distance of 45 mm. There is no injector
through the major plane. Wall pressure is measured by the Motorola
MPX2200 pressure transducers with an interval of 50 mm.
The experiments with configurations listed in Table 1 are

conducted in a continuous-flow supersonic combustion test platform
to simulate a flight Mach number of 6.5. The incoming vitiated air
supplied by burning hydrogen in the air with oxygen replenishment
has a raised total temperature of 1600K, amass flow rate of 3.6 kg∕s,
and a Mach number of 3.0 at the isolator inlet. The compositions of
the vitiated air areN2 in 60.5%mole fraction,O2 in 21.7%, andH2O
in 17.8%. The global equivalence ratio is Φ � 0.8, which is equally
distributed between the injectors. Supercritical China RP-3 kerosene
preheated by an electric ceramic heater before the injection is used to
enhance its mixing with the vitiated air crossflow. Although no
active-cooling facility is applied for the combustor walls, no obvious
melting damage to the wall surface was observed after the 27 s test,
indicating that the wall temperature is below the melting point
of 1300 K.

Fig. 1 Schematic of the scramjet combustor: up, major plane; down, minor plane.
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B. Flow Solver: AstroFoam

The modelings are performed by the compressible reacting
flow solver AstroFoam, which is developed from the standard
compressible flow solver rhoCentralFoam [18] distributed with the
finite-volume (FV) unstructured CFD package OpenFOAM V3.0.1
[19]. The main development is the adding of a full species transport
module with multicomponent diffusion and turbulent combustion
module. The OpenFOAM CFD package has been coupled with
CHEMKIN II chemistry solving package [20] to accurately calculate
the multicomponent thermophysical and transport properties, as well
as SUPERTRAPP V3.1 package [21] to determine the nonideal gas
properties.
The nonlinear inviscid convective fluxes in AstroFoam are

evaluated by the semidiscrete central Kurganov–Tadmor (KT)
scheme [22] inherited from rhoCentralFoam [18], which assumes a
second-order numerical dissipation in resolving discontinuities
(e.g., shock waves and rarefaction tips) yet a high computational
efficiency due to its Riemann-free simplicity. The volume integration
of the spatial gradient, divergence, and Laplacian terms in the
partial differential equations (PDEs) are discretized as the Gauss face
integration, where the face values are interpolated by the third-order
scale-selective discretization (SSD) scheme [23]. The time integ-
ration is advanced by the second-order Crank–Nicolson scheme [24].
The AstroFoam together with the original rhoCentralFoam solver

was first validated for various frozen flows, including the canonical
shock tube problem, forward step flow, hypersonic flow over a
biconic, and supersonic jets [18,25–31]. The solver is then applied to
various scramjet combustor cases [32–37] to examine its accuracy
and robustness in the modeling of complex supersonic combustions.

C. Governing Equations

The unsteady and three-dimensional Favre-averaged compressible
reactive Navier–Stokes equations (rNSE) are solved for a set of
conservative variables (�ρ, ~ui, ~Ht, ~Yα),

∂�ρ
∂t

� ∂�ρ ~uj
∂xj

� 0 (1)

∂�ρ ~ui
∂t

� ∂�ρ ~uj ~ui
∂xj

� ∂ �p
∂xi

−
∂~τij
∂xj

� −
∂τij
∂xj

(2)

∂�ρ ~Ht

∂t
� ∂�ρ ~uj ~Ht

∂xj
−

∂
∂xj

�
�ρDT

∂ ~Ht

∂xj
�

XL
α�1

�ρDα
∂ ~Yα

∂xj
~Hα

�

−
∂ �p
∂t

−
∂ ~uj ~τij
∂xj

� −
∂ΨT;j

∂xj
(3)

∂�ρ ~Yα

∂t
� ∂�ρ ~uj ~Yα

∂xj
−

∂
∂xj

�
�ρDα

∂ ~Yα

∂xj

�
� −

∂Ψα;j

∂xj
� �ωα (4)

�p � �ρR ~T (5)

~Ht � ~H � 1

2
~ui ~ui � ~H0 �

Z
T

0

Cp dT � 1

2
~ui ~ui (6)

Here the bar “−” and the tilde “∼” represent averaged and
Favre-averaged quantities, respectively; t denotes the time; xi is the

Cartesian coordinate in direction i; �ρ is the density; ~ui is the velocity
component in xi direction (spatial dimension i � 1; 2; 3); �p is the

pressure; ~τij is the viscous stress tensor; ~Ht � ~H � 0.5 ~u2i is the total

absolute enthalpy obtained as the sum of the absolute enthalpy ~H

(sum of the formation enthalpy ~H0 at standard reference state and the

sensible enthalpy change going from the reference temperature to T)

and the resolved kinetic energy; ~Yα is the mass fraction of species
α (α � 1; : : : ; L, where L is the total species number); the specific

heatCp is a function of species concentrations and temperature; �ωα is

the averagedmass production rate of chemical species α in the unit of
kg ⋅m−3 ⋅ s−1;Dα is mixture-averaged mass diffusivity of species α;
DT is the thermal diffusivity; ~T is the temperature; R � Ru∕W is the

gas constant; Ru � 8.314 J ⋅mol−1 ⋅ K−1 is the universal gas

constant; and W �
�P

L
α�1 Yα∕Wα

�−1
is the molar weight of the

multicomponent mixture. The computable averaged momentum
diffusive flux is given by,

~τij � �ρν� ~T�
�
2 ~Sij −

2

3
δij ~Skk

�
(7)

which depends on the computable strain-rate tensor of the resolved
scales

~Sij �
1

2

�
∂ ~ui
∂xj

� ∂ ~uj
∂xi

�
(8)

The thermodiffusion (Soret effect), barodiffusion, and mass-
driven diffusion of heat (Dufour effect) are ignored inEqs. (3) and (4).
The Reynolds stresses (τij) and turbulent fluxes (ΨT;j and Ψα;j)

in Eqs. (1–6) are unclosed and both require specific modeling.

The Reynolds stress, defined as τij � �ρ�guiuj − ~ui ~uj�, is modeled by

the Boussinesq eddy viscosity hypothesis, where the Reynolds
stresses are taken to be proportional to the local stain-rate of the
resolved flow,

τij � −2�ρνt ~Sij �
2

3
δij �ρkt (9)

Here νt is the eddy viscosity given by an approximate turbulence
model, and kt is the unresolved turbulent kinetic energy.

The turbulent enthalpy flux termΨT;j � �ρ� gujHt − ~uj ~Ht� is modeled

by the gradient diffusion assumption:

ΨT;j � −2�ρ
νt
Prt

∂ ~Ht

∂xj
(10)

where Prt is the turbulent Prandtl number. The turbulent species

diffusion term Ψα;j � �ρ� gujYα − ~uj ~Yα� is also modeled using the

gradient diffusion assumption:

Ψα;j � −2�ρ
νt
Sct

∂ ~Yα

∂xj
(11)

where Sct is the turbulent Schmidt number.
The Favre-filtered or Favre-averaged Navier–Stokes equations

including transport equations for individual species and absolute
enthalpy are solved in a uniform framework by equally treating the

turbulent viscosity in the RANS mode and the subgrid-scale (SGS)
viscosity in the LES mode. The numerical treatments in resolving

Table 1 Test case configurations

Vitiated air crossflow RP-3 jet

Pt;air, MPa Tt;air, K _mair, kg∕s Ma N2, mol∕mol O2, mol∕mol H2O, mol∕mol Pt;f, MPa Tt;fTt;f, K _mfuel, kg∕s Φ

13.66 1581.7 3.5789 3.0 60.5% 21.7% 17.8% 5.77 784 0.2181 0.8

YAO, WU, AND FAN 453

D
ow

nl
oa

de
d 

by
 I

N
ST

IT
U

T
E

 O
F 

M
E

C
H

A
N

IC
S 

(C
A

S)
 o

n 
M

ay
 2

7,
 2

02
1 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.B
37

22
7 



Eqs. (1–11) are the same for any turbulence models, and the switch

between RANS or LES is determined by the turbulence model to
calculate the eddy viscosity.
The thermodynamic and transport properties of the gas mixture,

such as absolute enthalpy, specific heat, viscosity, and thermal and

mass diffusivities are calculated using the chemical kinetics package
CHEMKIN-II [20] based on the JANAF thermophysical table and a

CHEMKIN-format transport database. The viscosity, specific heat,
and conductivity depend only on temperature. The mixture-averaged

viscosity and thermal conductivity are calculated by the modified
Wilke’s law [38] and the combination averaging, respectively. The

mixture thermal diffusivity is calculated based on the conductivity
and specific heat. Mixture-averaged mass diffusivities are used, and

the mass conservation is achieved by setting nitrogen as the inert gas.

D. Turbulence and Combustion Modeling

To reduce the computational cost in modeling the turbulent

boundary layers, IDDES [17] is employed with the background
RANSmodel of one-equation Spalart–Allmaras (S-A)model [39]. In

IDDES, the subgrid length scale depends not only on local cell sizes
but also on thewall distance, and a shielding function is used to adjust

it to avoid the excessively low subgrid viscosity deteriorating the

detection of boundary-layer edge. Such a treatment ensures that the
boundary layer is fully covered by the RANS mode.
The turbulence-chemistry interaction is accounted for by the

partially stirred reactor (PaSR) model [40]. In PaSR, the final

averaged reaction rate �ωα is determined by the characteristic time
scales of chemistry (τc) and micromixing (τmix),

�ωα � τc
τc � τmix

ωα (12)

where τc is the chemical time scale, and ωα is the reaction rate over
the current integration time step calculated from the Arrhenius law.

To speed up the direct integration (DI) of the stiff chemistry, in situ
adaptive tabulation (ISAT) method [41] is used to calculate ωα.

The micromixing time scale approximately equals to the turbulent
mixing time scale (τmix;t), which is defined to be the geometric mean

of Kolmogorov time scale τk and the SGS time scale τΔ [42] as

τmix;t � ����������
τkτΔ

p
. Here τΔ � kt∕ϵ � �νt∕Cμϵ�1∕2 with the constant

Cμ � 0.09, then

τmix;t �
1

C1∕2
μ

� ����������
ν ⋅ νt

p
ϵ

�
1∕2

(13)

The above formulation adapts the generic PaSR model for

modelings with high mesh resolution. Under laminar or well-resolved
DNS-level resolutions, νt � 0, then τmix;t � 0, and thus �ωα → ωα,

which turns the model back to be the laminar combustion model.
The unresolved turbulent kinetic energy kt and its dissipation rate ϵ
are estimated from their relations with the turbulent viscosity νt, that
is, kt � �νt∕�ckdIDDES��2 and ϵ � 2νeff jSijj2, with νeff � νt � ν,
and ck � 0.07. The characteristic chemical time scale is calculated as
the ratio of the summation of species concentrations to that of forward

production rates, τc �
P

cα∕max
�P�ω�

α ∕Wα�; ε
�
, with ε a small

quantity to avoid a zero division. The forward production rate
ω�
α is calculated by only considering the forward reactions and

neglecting all their reverse counterparts.
The kerosene combustion reactions are described by a skeletal

mechanism consisting of 19 species and 54 elementary reactions [35],
which are reduced from the original detailed kerosene mechanism
consisting of 2185 species and 8217 elementary reactions [43] using
the DRGEPSAmethod [44]. In the detailed and skeletal mechanisms,
the kerosene is surrogated by three components: 28.8% iso-octane,
62.4% n-decane, and 8.8% n-propylcyclohexane in mass fraction.
The accuracy of the skeletal mechanisms has been validated in
zero-dimensional and one-dimensional reactors for basic kinetic
properties, for example, adiabatic flame temperature, heat release, and
ignition delay and laminar flame speed [35].

E. Computational Domain and Boundary Conditions

The full domain and a quarterly split domain are modeled to
compare the influence of symmetry planes. The computational
domain consists of three bi-connected sections: isolator, burner, and
expander, as denoted in Fig. 1. The unstructured mesh is generated
by the Cartesian CutCell method [45], which produces high-quality
uniform hexahedral grid cells for more than 98% of the domain
volume in this study, while tetrahedron, wedge, and pyramid cells are
filled only in large-curvature regions, for example, those near the
borders or corners. As shown in Fig. 2a, a uniformmesh is applied to
the whole domain and then adaptively refined based on local
curvatures and size functions. The uniform cell size is 0.65 mm for
the quarter domain. For the full domain, three uniform sizes of 1.2, 1,
and 0.8mm are used to generate the coarse, medium, and finemeshes
for grid sensitivity analysis. The cell size around the fuel injectors is
progressively refined to 1∕16 of the internal cell size, that is, 41 μm
for 0.65 mm, 50 μm for 0.8 mm, 62.5 μm for 1 mm, and 75 μm for
1.2 mm, which are all comparable to the local Kolmogorov scale of
50 μm. The inflation layer comprising 23 prism layers has an average
thickness of 2 mm and the last prism in the logarithmic layer.
The initial prism layer’s height is 5 μm, which corresponds to a
nondimensional wall distance y� ∼O�1� on all the wall surfaces for
the examined combustor flows, as shown in Fig. 2b. Because the
instantaneous y� varies both spatially and temporally, to avoid the
potential risk of y� extruding into the logarithmic layer, an extension
of y�-insensitive wall treatment is made to the S-A model through

Fig. 2 a) Mesh distribution for the quarter and full domains, and b) the mean y� profiles.
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calculating the wall shear stress according to the log-law. The total
cell number for the quarter domain is 49.20 million. The coarse,
medium, and fine meshes for the full domain, respectively, have 55.35
million, 82.39 million, and 135.60 million cells. The coordinate
origin is located at the center of the isolator inlet, and x denotes the
streamwise distance from the origin.
Fixed pressure, temperature, velocity, and mixture compositions

specified in Table 1 are specified on the inlets of the crossflow and
the fuel jet. The principle of extended corresponding states (ECS) for
RP-3 kerosene [46] is used to determine the initial fuel jet properties.
A RANS-type turbulent inlet boundary condition is specified on the
inlets by fixing the turbulence viscosity as νt∕ν � 1. Based on a
one-dimensional flow analysis [47], thewall temperature is estimated
as a linear variation from 500 K at the isolator inlet to 1200 K
at the expander outlet to roughly mimic the wall cooling effect.
Open boundary condition is applied to the expander outlet, where
zero gradient is used for the outflow and the environmental flow
conditions are specified when backflow occurs.
It should be noted that updated numerical methods have been

implemented in the current modelings compared with the previous
one [35]. First, a third-order low-dissipation discretization scheme
SSD is applied rather than the traditional second-order total
variation diminishing scheme. Second, the heat transfer due to
species diffusion is modeled separately, rather than in a whole with
the Fourier’s law by a constant Prandtl number. Third, the mesh is
refined to 1∕16 of the internal cell size around the fuel injectors,
which is a slight improvement over the previous 1∕8.
The parallel computations are performed in TianHe-I cluster with

a base CPU frequency of 2.60 GHz. For the fine and medium/coarse
full-domain modelings, 448 and 280 partitions/cores are used,
respectively, whereas 112 partitions/cores are used for the quarter-
domain modeling. The time step is limited both by a maximum
Courant number of 0.3 and an user-specified maximum time step of

5 × 10−8 s, which is roughly 1∕10 to 1∕20 of the chemical time scale.
The flush through time (FTT) defined based on the length of the
combustor flow-path length (2 m), and the initial flow speed of the

vitiated air crossflow (1501 m∕s) is 1.33 × 10−3 s. Each modeling
case costs about 40 × 24 h on their assigned core numbers to ensure
at least 4 FTTs (≈5 ms) for the data sampling and statistics.

III. Results and Discussion

A. Influence on the Mean Flow Fields

Grid sensitivity analysis has been conducted in the previous study
[35] for the quarter domain based on five meshes, and the pressure
profiles are re-plotted in Fig. 3a. After applying the updated
numerical methods, the current prediction (49.20 million cells)
shows a minor differencewith the previous ones. For the full-domain
modeling, the results predicted by the coarse (55.35 million cells),
medium (82.39 million cells), and fine (135.60 million cells) meshes
are compared in Fig. 3b. The global error is defined as the normalized
absolute deviations from the finest result, jp − p135.60j∕p135.60.
Themaximumglobal errors are 7.12% for the coarsemesh and 7.03%
for the medium mesh, whereas the mean global errors are 1.63% for
the coarse mesh and 1.43% for the medium mesh. The differences
between the coarse, medium, and fine predictions are generally small

enough to be ignorable. In the following analysis, the results of 49.20
million cells for the quarter-domain modeling and 135.60 million
cells for the full-domain modeling are used.
In Fig. 3, two major differences between the quarter-domain and

full-domain predictions are that 1) the peak value of 1.85 bar in
the full-domain modeling is 11% higher than that of 1.67 bar in the
quarter-domain modeling, and 2) the small initial pressure rise
immediately after the flow entry has been completely smeared out in
the quarter-domain modeling but is well captured in the full-domain
modeling. From x � 0.36 to 0.66m, the sharp pressure rise due to the
shock-wave/turbulent-boundary-layer interaction (SWTBLI) is not
well captured, and all the modelings overpredict the pressure. More
dedicated treatments, for example, on the simulation of the boundary
layer and the inflow turbulence,may help to improve the prediction of
shock impinging behavior and the corresponding pressure rise curve.
In comparison with the three repeated measurements, both the
quarter-domain and full-domain predictions in the combustor section
are satisfactory for the pressure sampling locations from x � 0.66 to
1.46 m. However, the predictions also suggest that the current
distribution interval of pressure transducers is not enough because the
peak and some local extremums have not been well captured. Both
the quarter-domain and full-domain predictions are slightly higher in
the expander section.
Figure 4 shows the three-dimensional distribution of instantaneous

and mean Mach number on the symmetry planes and the orthogonal
cross sections. From the sonic lines, the instantaneous supersonic
core is intermittent although the mean supersonic core is continuous
in both the quarter-domain and full-domain predictions. The
continuity of mean Mach contours indicates that the two modeled
combustors both run in the scramjet mode. The most shrunken
supersonic core moves from the downstream cavity in the quarter-
domainmodeling to the upstream cavity in the full-domainmodeling,
suggesting that the heat addition occurs more intense when the full
domain is applied. The supersonic core in the isolator section has an
overall lower meanMach number for the full-domain modeling. The
instantaneous boundary layer in the isolator section is significantly
different from the mean one, indicating a considerable unsteadiness
for the boundary-layer separation. A much wider subsonic region
exists on the major symmetry plane than on the minor symmetry
plane, confirming the fact that the convex elliptic section equivalently
acts the role of a huge cavity in prolonging the flow residence time.
The design concept of “huge cavity” has been proven to be effective
in stabilizing the shock train and the flame in a previous analysis [35].
Figure 5a shows the mass-flux-weighted mean temperature

on the cross sections perpendicular to the streamwise direction. The
medium (82.39 million cells) and fine (135.60 million cells) meshes
predict almost identical mean temperature profiles. Before the fuel
injection, the temperature is higher in the full-domain modeling;
this is because the high-temperature combustion gas propagatesmore
upstream in the full-domain modeling as evidenced by the early
initial pressure rise in Fig. 3. After the section with the shortest
semi-minor axis at x � 1.025 m, the predicted temperature in the
quarter-domain prediction exceeds that in the full-domain modeling.
The cross-section-averaged mean Mach number in Fig. 5b shows

that the combustor flowmildly chokes at the fuel injection location in
the full-domain modeling while at the downstream cavity in the

Fig. 3 Time-averaged wall pressure for the a) quarter and b) full domains.
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quarter-domain modeling. However, the mean Mach number
contours shown in Fig. 4 indicate that the modeled combustors both

operate in scramjet modewith only slight shrinkage in the supersonic

core. The plausible “choking” points in Fig. 5b correspond to the
most shrunken supersonic core in Fig. 4, confirming that intense heat

addition occursmore upstream in the full-domainmodeling. Because

of the stronger upstream propagation of the back pressure, the

boundary layer is observably thicker in the full-domain modeling,
which produces more oblique shock waves and even normal shock

waves with bifurcated feet. Consequently, the Mach number in the

full-domain modeling varies more smoothly and does not behave
the step-like drops as in the quarter-domain modeling.
In Fig. 5c, the positive heat release rate denoting combustion

reactions and the negative one denoting pyrolysis reactions are either

doubled or of orders of magnitude higher when the full domain is
applied. The predicted heat release rate profiles by the medium and
fine meshes generally coincide with each other. A close examination

shows that the positive peak shifts from the cavity end to themiddle of
the upstream cavity when using the full domain. The more intense

combustion reactionswhen using a full domain could be related to the
bilateral exchanges of high-temperature gas and active radicals across
the symmetry planes. The peak pressure in Fig. 3 rises accordingly

due to the more intense heat release in the full-domain modelings.
The negative peak that is of orders of magnitude higher in the full-

domain modeling can be attributed to the raised temperature around
the fuel injectors. Because of the wider existence of recirculation
flows near the wall in the full-domain modeling, the fuel is preheated

by its downstream burning. For the same reason, the negative peak

Fig. 4 Contours of a) instantaneous and b) mean Mach number with sonic lines: up, quarter domain; down, full domain.

Fig. 5 Streamwise variations of a) temperature, b) Mach number, and c) heat release rate; d) temperature sensitivity coefficients.
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occurs more upstream for the full-domain modeling. From Fig. 5c,
there is a secondary positive peak corresponding precisely to the
negative peak and is only observed in the full-domain modeling.
Figure 5d shows the normalized sensitivity coefficients as a

function of time for the eight reactions that have the most significant
effect on the gas temperature. The coefficients are calculated during
the autoignition of a homogeneous stoichiometric mixture of
kerosene and air under constant pressure of 1 bar and an initial
temperature of 2400 K. The positive sensitivity coefficient indicates
that increasing the rate of this reaction will lead to a higher
temperature (more heat production), and vice versa. The sensitivity
coefficients of the oxidation reactions near the ignition time aremuch
larger than those of the pyrolysis reactions in the initial reaction stage,
but this does not mean that the pyrolysis reactions are not important,
but just because the temperature change during the initial pyrolysis
stage is not as rapid as that near the ignition. As seen, in the ignition
stage, there are both endothermic and exothermic reactions. The
dominant reaction that increases the mixture temperature is a
chain-branching step, H� O2 � OH� O, and the dominant
contributor to the negative heat release rate is the H-abstraction
reaction of formaldehyde, CH2O� H � HCO� H2. There are
some reactions, for example, HCO�M � H� CO�M and
C2H3 � O2 � CH2O� HCO, whose reverse reaction may become
important as the concentrations of the product species increase in the
postignition stage. It is suspected that those reactions with positive
coefficients in the ignition stage and negative values afterward may
be the cause for the secondary peak in Fig. 5c. The fact that no
apparent secondary peak is observed for the quarter-domain modeling
could be attributed to the weak ignition reactions with the lack of
preheated crossflow and exchanged radicals.
As expected, the instantaneous flow is asymmetric as indicated by

the sonic lines depicted on the instantaneous velocity field in Fig. 6a.
In addition to the supersonic core, the boundary-layer separation on
the major plane is apparently asymmetric. The streamlines drawn
based on the mean velocity in Fig. 6b show that the flow symmetry is
better on theminor symmetry plane but has been obviously broken on
the major symmetry plane. The most asymmetric flow occurs in the
combustor section before the end of the upstream cavity, where most
of the heat release takes place. In addition to the instability arisen by

the volume expansion, the upstream propagation of back pressure
causes severe asymmetric boundary-layer separation in the isolator
section before the shape inflection point at x � 0.6 m. As evidenced
by the mean streamlines, a small flow recirculation has occurred
inside the upper boundary layer on the major symmetry plane.
Inmost of the flow path, the boundary layer may remain attached and
merely be thickened by the adverse pressure rise. A thickened
boundary layer would always facilitate its further thickening because
the viscous force has been strengthened through the broadened
undulating contact interface between the boundary layer and the
supersonic core. For supersonic boundary layer, the interface can be
identified as the sonic isosurface. The consequence of such feedback
is that the thickening of a boundary layer may accelerate, to the
extent that an asymmetric boundary-layer separation can be visibly
observed, as evidenced in this study. An over-thickened boundary
layer usually drills more upstream adhering to the wall. When the
boundary layer on one side is over-thickened, its counterpart on the
opposite side will become even thinner than the case in a symmetry
domain modeling, being referred to as an under-thickened boundary
layer. It is interesting to observe that the over-thickening and under-
thickening boundary layers may appear alternately on the same side,
with the underlying mechanism is unknown. The high-temperature
gas convected upstream by the flow circulations in the thickened
boundary layer may cause asymmetric ablation on the combustor
walls as observed during the experiments.
Previous studies [8,48] indicate that when the area-expansion

ratio (AR) exceeds 1.5, significant asymmetry with two unequal

recirculation zones will emerge for flows experiencing a sudden

expansion. The area-expansion ratio, defined as AR � 1� h∕W0, is

calculated asAR � 1.57 for this case using the diameter of the burner

inlet as h and the longest major axis in the burner section asW0. Such

a high AR suggests that the flow symmetry should have been broken

both instantaneously and in the mean. The underlying reason for

the asymmetry under steep backward facing step is attributed to the

Coanda effect, that is, the tendency of a jet to attach itself to an

adjacent wall surface due to the lower pressure developed by

entraining fluid from the surroundings. Thus it is suggested that a

reduction in the major axis may help to increase the flow symmetry.

Fig. 6 a) Instantaneous velocity field with sonic lines, and b) mean velocity field with streamlines; up, minor plane; down, major plane.
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Further splitting the major and minor symmetry planes by the
central axis, the time-averaged mass flow rates through the four
half-planes over the 4 FTTs are 1) 0.0044 and −0.0107 kg∕s,
respectively, through the upper and lower halves of the minor
symmetry plane, and 2) −0.0028 and 0.0082 kg∕s, respectively,
through the upper and lower halves of the major symmetry plane.
Here the upper half-planes are on the positive half-axes, and a positive
flow rate is defined to head the positive orientation. Thus the sign
order of [�, −, −, �] for the integral mass flow rates indicates a
clockwise swirling flow if viewing in the�x direction. Statistics on
the flow rotating direction at different streamwise locations are
summarized in Fig. 7, which shows that the clockwise (CW) swirling
is dominant over the counterclockwise (CCW) swirling and an
observable symmetry breaking has occurred.

B. Flow Exchanges Across the Symmetry Planes

Figure 8 shows the instantaneous temperature field on the
minor and major symmetry planes in the full-domain modeling.
The instantaneous distributions temperature and the mixture concen-
tration denoted by the stoichiometric line are far from symmetry. The
mixing between the fuel jet and the vitiated air crossflow seems to be
reasonably good behind the upstream cavity, where the temperature
is also favorable for the combustion reactions. There are evident
exchanges of hot combustion gas and highly reactive mixture parcels
across the symmetry planes.
Figure 9 shows the relative probability of pressure and temperature

statuses based on a historical statistic of the instantaneous fields over

the 4 FTTs. The relative probability counts the probability of data

points falling into a subspace of 3 kPa × 30 K, and the sum of

all the relative probabilities in the examined pressure–temperature

space of 3–1020 kPa × 300–2790 K is unity. The data are resampled

using a uniform spatial grid of 1 mm × 1 mm to avoid the aliasing

error caused by nonuniform cell sizes. As seen, there are two main

streak-like clustering regions. The lower one corresponds to the

fuel-depletion crossflow, where the pressure rise is mainly due to

compression, and the temperature rise is due to aerodynamic heating

and viscous heating. The upper one corresponds to the burning fuel

mixture, which has a mixture fraction higher than the stoichiometric

value of ξst � 0.0686. One noteworthy observation from the mixture

fraction contours is that the peak temperature occurs always on the

fuel-rich side, which is the well-known rich-shifting phenomenon

[49]. Considering the rich flammability limit RFL � 2ξst, most of

the reaction zones are flammable. The typical temperature and

pressure ranges in the reaction zones of the current scramjet

combustor are 2000–2500 K and 0.5–1.8 bar.
Three typical chemical statuses sampled on the upper ridge

(corresponding to the most active reaction zone) of the probability
distribution are extracted to draw the diagrams of reaction path in
Fig. 10. The pressure, temperature, and mixture fraction for the three
statuses are, respectively,0.5 bar∕2056 K∕0.0786 (denoted by status
1), 1 bar∕2297 K∕0.0823 (status 2), and 1.5 bar∕2511 K∕0.0810
(status 3). The species composition is sampled at thematched cell that
has the most closest pressure, temperature, and mixture fraction with
the selected status. The path diagrams of statuses 2 and 3 are the same
exceptwith different path fluxes, whereas the path diagramof status 1
is markedly different from the other two. The path flux is calculated
as the summation of production and consumption fluxes [50].
The line thickness is proportional to the path flux normalized by the
maximum path flux in the current diagram. The reaction paths with

normalized fluxes smaller than 1 × 10−10 are ignored for clarity.
The reaction path from CO to CO2 has an overwhelmingly higher
reaction rate over the others for all the three statuses. All the three
reaction path networks start from C3H6 and end at CO2. The key
species are those that are responsible for the main consumption of
C3H6 or the main production of CO2. The key species are identified
asC2H3,CH3, HCO, and CO for status 1, and asC2H4,CH2O, HCO,
and CO for statuses 2 and 3. Some species act as key junctions in the
whole path networks, that is, CH2O and C2H4 for status 1, while
C2H3 and CH3 for statuses 2 and 3. The large deficits in the
production and consumption fluxes of those junctional species
imply that they are short-lived. The temperature sensitivity analysis
in Fig. 5d has emphasized the importance of C2H3, CH3, CH2O, and
HCO in determining the heat release rate. With the pressure
rises by 50% from statuses 2 to 3, most of the path fluxes increase

Fig. 7 Streamwise statistics of the flow swirling directions.

Fig. 8 Instantaneous temperature field with lines of stoichiometric mixture fraction (ξst � 0.0686): up, minor plane; down, major plane.

Fig. 9 Relative probability of pressure–temperature statuses contoured
by mixture fraction.
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by at least one order ofmagnitude. From status 1 to statuses 2 and 3, the
path from C3H6 to C2H4 becomes more important. As seen, the path
diagram from the fuel molecules to the final products (CO2 andH2O)
varies both spatially and temporally, suggesting that the skeletal
mechanism should also be adaptively changed to best describe the
local chemistry as well as to minimize the mechanism size.
The exchanges of mass, high-temperature gas, force, and oxygen

across the symmetry planes along the streamwise direction are
presented in Fig. 11. The force is calculated as the surface integration
of momentum flux and then scaled by the value on the isolator inlet.
The exchange of high-temperature gas is estimated by the net mass
flow rate (in kg∕s) of mixture parcels with a temperature higher than
1650 K, which corresponds to an ignition delay short enough to
allow the mixture to be ignited within the maximum transverse
distance (the domain width). The mass exchanges of the flow and
high-temperature gas are scaled by the total mass flow rate from the
inlets of the isolator and the fuel injectors,whereas themass exchange
of each species is scaled by its mass existence in the whole domain
divided by 1 FTT. The exchanges of mass flow rate shown in
Figs. 11a and 11b are small quantities compared with the incoming
mass flow rate. Thus from the perspective of mass conservation, the
flow symmetry can be considered to be reasonably good over the
4-FTT integration. The mass inflow (flow in the positive orientation)
and outflow exhibit a spatial quasi-periodicity; that is, the dominance
of inflow and outflow changes approximately every 10–15 cm.
The flow first becomes sinuous in the isolator, as evidenced by the
absolute dominance of inflow or outflow before x � 0.6 m, and then
the flow direction becomes stochastic as neither inflow nor outflow
diminishes to a very low level. On the major symmetry plane, the
outflow rate rises remarkably at the trailing edge of the upstream
cavity, which indicates that the core flow has been slightly deflected
by the volume expansion force arisen from the intense heat release.
The distributions of scaled force in Figs. 11c and 11d exhibit high
proportionality with the scaled mass flow rate, which suggests that
the imbalance of momentum exchange drives the mass flow. The
underlying difference between a quarter-domain and the full-domain
internal combustion is that the high-temperature gas and active
radicals entrained by the cross-border mass flow, even in a very small
quantity, can help to ignite and stabilize the flame on the opposite
side. That is the reason for a more strengthened heat release rate as in
Fig. 5c. As in Figs. 11e and 11f, the high-temperature gas crossing
the minor symmetry plane is roughly balanced, indicating good
energy conservation. Across the major symmetry plane, the
interaction between the two rows of jet flames in a “counterdiffusion”
layout is more intense, and the transport of high-temperature gas is
biased because of the deflected core flow. Similarly, the oxygen
exchange across the minor symmetry plane in Figs. 11g and 11h is

overall balanced in the burner section, regardless of the drastic
undulations caused by the sinuous core flow in the isolator section.
The overwhelming influx of oxygen into one single side implies that
the reactions there are more violent and accordingly the expansion
force points to the opposite side.
Figure 12 compares the scaled imbalances of mass, force, high-

temperature gas, and species across the two symmetry planes. Across
the minor symmetry planes, the flow direction of fuel species
(NC10H22, IC8H18, and PCH) is in reverse with almost all the other
species, which indicates that the fuel jets tilt slightly to one side and
the burnt mixture is then delivered back again. Across the major
symmetry plane, the exchanges of unburnt fuel species are small
while all the other species warped up in the burnt mixture are driven,
possibly by the volume expansion force, along the reverse direction
of the oxygen replenish flux. Those species among the highest rank of
imbalance are C2H3, C2H4, CH2O, HCO, and CO, which are all key
species from the previous reaction path analysis in Fig. 10. In the
quarter-domain modeling, the autoignition occurs far downstream of
the fuel injection because it takes time for the radical farming [51].
However, in the full-domain modeling, the bilateral exchanges
of key species increase the path fluxes by orders of magnitude,
and a mutually aided ignition mechanism is hence established.
The strengthened downstream combustion reactions can be attributed
to both the early ignition (registered by the secondary peak in Fig. 5c)
and the ongoing species exchanges.H2, H, and OH, which have high
temperature sensitivity coefficients in Fig. 5d, also have considerable
exchange imbalances. Because of their high activity, H2 and H are
short-lived and thus are absent in most of the in situ reaction path
diagrams. The nitrogen, total mass, high-temperature gas, and force
all have relatively small exchange imbalances, which demonstrates
that the ensemble flow has statistically symmetric distribution in
mass, momentum, and temperature, although the exchanges of
individual species may be heavily unbalanced.
Figure 13 compares the mixing and combustion efficiencies as

well as the total pressure loss for the quarter-domain and full-domain
modelings following the definitions in [52]. The time-averaged
mixing efficiency is calculated as,

ηmix �
1

n

X
n

_mfuel;mixed

_mfuel;total

� 1

n

X
n

R �ρuYf;react� ⋅ dAR �ρuYf� ⋅ dA
(14)

with

Yf;react �

8>><
>>:
Yf Y ≤ Yf;st

Yf;st

1 − Yf

1 − Yf;st

Y > Yf;st

Fig. 10 Main reaction paths of three typical chemical statuses.
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where _mfuel;mixed and _mfuel;total are the mass flow rates of mixed and
total fuel, Yf is the fuel mass fraction, Yf;react is the mass fraction of

the fuel that can be reacted, and Yf;st is the fuel mass fraction at the

stoichiometric condition. Note that Yf is derived from the mixture

fraction based on the element fractions following the Bilger’s
definition [53] to adapt Eq. (14) for both nonreacting and reacting

Fig. 11 Bilateral exchanges of a, b) mass; c, d) force; e, f) high-temperature gas; and g, h) oxygen; a, c, e, and g, minor plane; b, d, f, and h, major plane.

Fig. 12 Ensemble exchanges of mass, force, high-temperature gas, and species.
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cases. Combustion efficiency is calculated as the ratio of the fuel

that has been completely converted to the final stable products, for

example, CO2:

ηcomb �
1

n

X
n

h
�1∕νCO2

� R �ρuYCO2
� ⋅ dA∕WCO2

i
x

inlet

_mfuel;total∕Wfuel

(15)

where the subscript inlet denotes variables on the inlet plane, the

surface integration is performed on each cross section at different

streamwise locations, YCO2 is the mass fraction of CO2, W is the

molecular weight of the fuel or CO2, and νCO2
is the stoichiometric

coefficient of CO2. The total pressure loss is defined as,

ηPt
� 1 −

1

n

X
n

R �ρuPt;x� ⋅ dAR �ρuPt;inlet� ⋅ dA
(16)

wherePt;x andPt;inlet are the total pressure at the streamwise location

x and the inlet plane, respectively.
The profiles of mixing efficiency in Fig. 13a for the two domains

are similar. The full-domain modeling predicts a slightly lower
final efficiency of 0.89 compared with the value of 0.91 for the
quarter-domain modeling. The mixing efficiency in the full-domain
modeling initially rises quickly, which can be due to the enhanced
macrostirring arisen by the more intense yet more concentrated heat
release. A noticeable difference is for the combustion efficiency in
Fig. 13b, where the full-domain modeling predicts an increment
of 0.25 over the quarter-domain prediction. The final combustion
efficiency of 0.95 implies an almost complete fuel consumption
when no symmetry assumption has been applied, in contrast to the
relatively low value of 0.74 in the quarter-domain modeling.
The exchanges of high-temperature gas and active radicals do
strengthen the autoignition and combustion reactions on the two
sides. Another explanation for the increased combustion efficiency
in the full-domain modeling is the species defect effect. The
multicomponent diffusion and flux discretization may cause the
defect in the intermediate species, leading to incomplete chain
reactions. The case is especially worse for skeletal mechanisms
because the role of certain intermediate species may become
prominent with the simplification of the reaction paths. However, the
phenomenon of species defect can be significantly alleviated for
the lumped reaction zone in the full-domain modeling, as most of the
reaction process can be completed locally. The total pressure loss in
Fig. 13c has a drastic increment immediately after the fuel injection
once the full domain has been applied, but the final losses for the two
domains are almost identical with all approaching 0.8. The increased
total pressure loss in the burner section for the full-domain modeling
can be partially attributed to the Rayleigh heating effect because the
combustion efficiency and the heat release rate increase considerably.
On the other hand, the size of the largest eddies in the full domain is
larger than that in a split domain. Therefore the strengthened
turbulence in the full domain with a doubled Reynolds number (Re)
will further increase the entropy and reduce the total pressure loss.
Figures 14 shows the vortex structures around the fuel injectors in

the quarter-domain and full-domain modelings. Unlike the typical
vortexes in nonreacting jet in supersonic crossflow (JISC) [54], the
counterrotating vortexes (CRV) are much short with the Ω-shape
vortexes obscured by the thermal expansion in the current reacting
JISC cases. However, clear horseshoe vortexes on the upwind of the
fuel jets can still be observed. Not only the size of the largest vortexes
is confined by the width of the quarter domain, but also the vortexes
close to the symmetry planes are obviously influenced. The vortex
structures around the split injector in Fig. 14a are less richer than its
complete counterpart in Fig. 14b, and also less than its neighbor
injector in Fig. 14a. An effective CRV cannot be formed due to the
lack of pairing, and circumferential rollers cannot be fully developed
into the Ω-shape vortexes. Large-scale transverse vortexes are
truncated by the symmetry planes, and an effective vortex stretching
cannot take place. Consequently, the vortexes around the split

Fig. 13 a) Mixing efficiency, b) combustion efficiency, and c) total
pressure loss C. Influence on turbulence and turbulence–chemistry
interaction.

Fig. 14 Vortex structures represented by the iso-surfaces of Q-criterion (the second invariant of the velocity gradient tensor) at 2 × 1010 s−2 and
colored by temperature: a) quarter domain; b) full domain.
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injector are in smaller sizes and mostly align with the streamwise
direction.
Figure 15 shows the power spectral density (PSD) diagrams

extracted from the temporal sampling of static pressure at the center
of the exit plane of the burner section (x � 1.4 m), which is in the
LES-resolved flow portion. For the quarter domain, the symmetry
equivalently acts as a slip wall, where the lateral motions normal to
the symmetry planes are restricted. Turbulence confined by walls is
no longer well approximated as isotropic and homogeneous, and so
the dimensional argument leading to the Kolmogorov k−5∕3 slope
(k—frequency or wave number) lose their validity and the associated
inertial subrange spectra cannot be expected a priori [55]. A shorter
inertial subrange is observed for the quarter-domain modeling
compared with the full-domain modeling, which is partially due to
the influence of the symmetry boundaries. Another explanation
for the shorter inertial subrange can be due to the decreasing of
integral-scale Re in the quarter-domain modeling. For both the
quarter-domain and full-domain results, the dependence of energy

density E�k� at each frequency k is fit to be E�k� ∼ k−8∕3, rather than
the exponent of −5∕3 in subsonic flows. The exponent of −8∕3 has
been previously obtained in [56] for supersonic flows, where the
compressibility significantly affects the transfer of kinetic energy
from larger to smaller scales. Other slopes steeper than the
Kolmogorov’s −5∕3 have also been reported [57–60] and the
underlying reason is attributed to theweakened role of the convective
transport and vortex stretching terms due to the nearly alignment of
the vorticity and velocity vectors in the supersonic regions far from
shocks and walls. The steeper slope means that energy starts to be
dissipated at lower wavenumbers as the dissipative eddies are larger
in supersonic flows [56], which is also justified by the fact that the

viscous dissipation scales as Ma2∕Re [57]. This is a good news
because it means that the smallest eddies may actually be larger than
the flame front thickness and therefore they cannot penetrate into
the flame front to disturb the local reactions; consequently, a
decoupling treatment of chemistry modeling and flow modeling can
greatly accelerate the turbulent combustion modeling.
In the quarter-domain modeling, a unique spike structure exists to

bridge the inertial subrange and the viscous dissipation subrange,
which indicates that a direct interaction across the scales near the
spike exists with significant energy transfer to the small as well as the
large scales [61]. Similar spikes in the kinetic energy spectra were
observed in [62], which pointed out that energy is not only cascaded
in the inertial subrange but can also be directly extracted by imposed
forces and then transferred into larger scales. In supersonic
combustion, the imposed forces can be from the discontinuities like
shock waves and eddy shocklets, as well as the thermal expansion
produced by the chemical heat deployed in the flame. Possibly the
dominant imposed force in the current case originates from the
symmetry boundary conditions implemented in the quarter-domain
modeling. The imposed force causes a strong anisotropic effect
that enables one component of the SGS stress to supersede the
isotropizing restoration [12] and consequently renders backscatter
of kinetic energy into larger scales. Note that combustion can
also deploy extra kinetic energy into larger scales through
pressure-dilatation work and flows driven by flame-front instabilities
[11,63]. The spectrum spike is indeed an energy accumulation

phenomenon formed by the backscatter energy from the smaller
scales and the forward scatter energy from the inertial subrange.
A less obvious cusp can also be observed at the end of the inertial
subrange for the full-domain modeling, which highlights the
importance of the external force imposed by the symmetry planes,
and also suggesting that the SGS turbulence is still strongly
anisotropic due to some other forces imposed by compressibility and
combustion at the sampling point. The spectrum is then truncated
at a high frequency in the dissipation range by the sampling rate of

around 2 × 107 Hz.
As evidenced by the resolved flow results, the backscatter of

kinetic energy can become prominent in high-Ma turbulent reacting
flows [12,63]. Usually, the backscatter and the countergradient
diffusion of scalars occur simultaneously, which implies that
non-Boussinesq transport typically characterized by a negative eddy
viscosity should be reflected in the turbulence model. However, due
to the inherent complexity of the SGS closure problem, no
sophisticated turbulencemodels have been developed towell account
for the impact of the small scales on large-scale physics [64].
Especially, in supersonic flows with high SGS Mach number, the
negative values of eddy viscosity are found to be not completely
correlated with the occurrence of SGS backscatter due to the
increasingly important role of pressure-dilationwork [63]. Generally,
the interplay between small and large scales of motion become
especially complex in the large-eddy simulation of turbulent flows
with high compressibility, and thus efforts in developing turbulence
models that depict the correct physics should be made at first to
remove the barrier in modeling supersonic combustion.
Figure 16 compares the turbulent non-premixed combustion

modes in Borghi’s diagram for the quarter-domain and full-domain
modelings based on a historical statistic of Da versus Re.
The Damköhler number Da is calculated as the ratio of Taylor
time scale τt to the chemical time scale τc, Da � τt∕τc, where
τt � �kres � kt�∕ϵ, kres is the turbulent kinetic energy of the
resolvedmotions [65], and τc is calculated as the same as that used in
the PaSR model. The Karlovitz number Ka is calculated as

Ka � τc∕τk, where τk � �ν∕ϵ�1∕2 denotes the Kolmogorov time

scale. For that Re ∼ �τt∕τk�2, Re is related to Ka andDa by a scaled

Reynolds number Re 0 as Re ∼ Re 0 � Da2 ⋅ Ka2. The current τc is
defined based on the variation of species across the flame front
thickness lF, which consists of the thickness of the chemical reaction
zone lδ and the thickness of the preheating zone lT . The second
Karlovitz number is defined based on the time scale of the
chemical reaction zone τδ as Kaδ � τδ∕τk, which is related to Ka as

Kaδ � �τδ∕τc�Ka � �lδ∕lF�2Ka ≈ 0.01Ka for that lδ∕lF ≈ 0.1.
For non-premixed flames, three combustion modes can be defined
based on Ka and Da: 1) flamelet mode with Ka < 1 and Da > 10;
2) thin reaction zone mode with 1 < Ka < 100 (equivalent to
Kaδ < 1) andDa > 10; 3) slow chemistry modewithKa > 100 and
Da < 10. Historical statistics show that the percentage of the
flamelet mode decreases significantly from 18.2 to 7.42% when
using the full domain, whereas the percentage of the thin reaction
zone mode increases from 45.1 to 58.9%. This could be because the
reaction processes are closer to the equilibrium in the full-domain
modeling; consequently, the chemical time scales increase along
with the increase in Ka and decrease in Da. The percentage of the

Fig. 15 PSD diagrams for the a) quarter and b) full domains.
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slow chemistry mode maintains at a high level with only a small
variation from 36.7 to 33.7%. Because at least 1∕3 of the data points
are in the slow chemistry mode, the turbulence–chemistry interaction
in kerosene combustion modeling is inaccurate to be handled by
combustion models based on fast chemistry assumptions.

IV. Conclusions

This study quantitatively investigated the influences of symmetry
boundary condition, which is a frequently used simplification in
modeling symmetric or axisymmetric supersonic combustors.
A quarterly split domain and the full domain were modeled using the
same physical models and numerical methods, that is, the S-A based
IDDES turbulence model, a reformulated PaSR combustion model,
a 19s∕54r skeletal kerosene mechanism, and a third-order SSD
discretization scheme. Grid sensitivity analyses with up to 49.20
million cells for the quarter domain and 135.60 million cells for the
full domain were conducted.
The mean flow fields were first compared for the quarter-domain

and full-domain modelings. For both domains, satisfactory agree-
ments on the mean pressure prediction are achieved at the measuring
points. The full-domain modeling predicts a slightly higher peak
pressure compared with the quarter-domain modeling and well
captures the small initial pressure rise near the flow entry. The high-
temperature combustion gas propagates more upstream in the full-
domain modeling. The mean Mach number distribution shows that
themost shrunken supersonic core shifts from the downstream cavity
to the upstream cavity when the full domain is applied. Both the
pyrolysis reactions and the combustion reactions are significantly
intensified in the full-domainmodeling. A secondary positive peak of
the heat release rate indicates that a noticeable ignition occurs
immediately after the fuel injection in the full-domain modeling.
Statistics on the flow directions across the symmetry planes shows
that clockwise swirling is dominant for most of the streamwise
locations, indicating the occurrence of a symmetry breaking under
the current area-expansion ratio of 1.57. The mean streamlines show
that the flow symmetry is better on theminor symmetry plane than on
the major symmetry plane. Asymmetric boundary-layer thickening/
separation can be observed in the full-domain modeling.
Influence of species exchanges on the chemical reactions was

analyzed. Historical statistics show that the typical temperature
and pressure ranges in the reaction zones are 2000–2500 K and
0.5–1.8 bar, and the rich-shifting phenomenon was observed.
Reaction path analysis for three typical statuses indicates that the key
species in determining the bulk consumption of fuel molecules and
the production of CO2 are C2H4, C2H3, CH3, CH2O, HCO, and CO,
which are all among the highest rank of imbalance. The bilateral
exchanges of those key species greatly facilitate the autoignition
and flame stabilization and thus are responsible for the higher heat
release rate in the full-domain modeling. The mass, force, and
high-temperature gas have relatively small exchange imbalances
comparedwith the reacting species, indicating that the ensemble flow
has statistically symmetric distribution in mass, momentum, and
temperature. The mixing efficiencies for the two domains are similar
with the final values of 0.89 versus 0.91, but the combustion

efficiency has a rise from 0.74 to 0.95. The total pressure loss has a
drastic rise when using the full domain, but the final losses are almost
identical with all approaching 0.8.
Influences of the symmetry domain on the turbulence and

turbulence–chemistry interaction were analyzed. The turbulence
spectrums exhibit a −8∕3 power-law behavior for the inertial
subrange, which is in consistency with the previous observations for
supersonic flows. A shorter inertial subrange is observed for the
quarter-domain modeling as the split domain confines the largest
eddies. In the quarter-domain modeling, a unique spike structure is
observed at the end of the inertial subrange, where the energy is
accumulated from the backscatter energy flux from the smaller scales
and the forward scatter energy flux from the inertial subrange.
Historical statistics in theBorghi’s diagram shows that the percentage
of the flamelet mode decreases significantly from 18.2 to 7.42%
when using a full domain, whereas the percentage of the thin
reaction zone mode increases from 45.1 to 58.9%. The fact that
the slow chemistry mode maintains around 1∕3 suggests that those
fast-chemistry-assumed combustion models are inaccurate to handle
the turbulence–chemistry interaction for supersonic kerosene
combustion modeling.
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