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Abstract
Coupled flow-thermal analysis is crucial for the performance evaluation and structural design of hypersonic vehicles. In this 
study, several strategies for computing the coupled flow-thermal response of air-breathing hypersonic flights in practical 
engineering are developed and compared. First, the basic direct correction method that amends wall heat flux via recovery 
temperature and wall temperature is proposed to approximate flow-thermal effects efficiently. Second, the improved DCM 
(IDCM) is further developed by interpolating the cold wall heat flux and the recovery temperature between adjacent trajec-
tory points to improve computational accuracy. Third, the iteration solution method (ISM) that obtains solutions through 
mass and energy balances at a common interface by iterations between CFD analysis code and CSD analysis code is also 
presented. Thermal response and flow characteristics are compared through a test case of an air-breathing hypersonic vehicle. 
The results show that the thermal response tendencies are consistent by DCMs and ISM. However, for DCMs, the impact of 
hot wall on the flow characteristics is ignored, whereas it is fully considered in ISM; thus, the thickened boundary flow and 
complicated internal flow can be captured. However, while comparing computational efficiency, DCMs have a prominent 
advantage over ISM due to the decoupling algorithm and parallel strategy. Based on this, in the actual design process of an 
air-breathing hypersonic vehicle, the designers can select the proper flow-thermal analysis method according to the different 
design stages.

Keywords Coupled flow-thermal analysis · Thermal protection system · Basic direct correction method (BDCM) · 
Improved DCM (IDCM) · Iteration solution method (ISM)

1 Introduction

One of the main challenges for hypersonic vehicles is the 
severe aerodynamic heating upon the surfaces during ser-
vice. In this case, a thermal protection system (TPS) is 
designed to serve as a shield that is responsible for protecting 

the inner structure of a hypersonic vehicle from extreme 
temperature [9, 18, 25]. In hypersonic flow environments, 
TPS materials conduct heat and participate in radiative 
energy exchange [20, 32, 34]. Thus, the design and analysis 
of TPS for hypersonic vehicles in general requires compu-
tations involving the transient thermal response of material 
thermophysics, and a sequence of steady-state flow to deter-
mine the history of aerodynamic heating. This problem is of 
critical importance, since any improvement in the compu-
tation fidelity may lead to reduction in TPS weight, which 
significantly reduces the cost and improves the performance 
of hypersonic vehicle [29, 35, 37].

For the coupled flow-thermal analysis of hypersonic 
vehicles, one of the most essential aspects is the coupling 
effect between the aerodynamic heat and the wall tempera-
ture on the fluid–solid interface. Neglecting of the coupling 
effect leads to a prominent error since the interaction effect 
between the surface heat flux and the wall temperature is 
indeed strong when the wall temperature is high. In the 
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earliest literature, the coupling problem was handled by 
using approximations derived from the hypersonic bound-
ary layer theory for the fluid dynamics and one-dimensional 
in-depth heat conduction for the material thermal response 
[2, 11, 13]. In addition, only simple geometric shapes such 
as flat plates, spheres, and sphere cones can be applied in 
this situation.

With improvements in the computational algorithms, 
many flow-thermal coupled analysis approaches have been 
presented and developed in recent years. Conti et al. [5] 
coupled Navier–Stokes calculations to the material thermal 
response for axisymmetric re-entry flow fields, in which the 
surface temperature was computed as a result of the inter-
face surface energy balance. Chen and Henline [3] derived 
a general surface boundary condition for the Navier–Stokes 
equations, and the coupled flow-thermal analysis was 
conducted in a loose way. Later, an iteration method that 
aimed to substantially reduce the number of iterations for 
a converged solution was proposed [4, 22, 23]. The flow 
response code and thermal response code are loosely cou-
pled in such a manner that the aerodynamic heat computa-
tions use surface temperatures obtained from the thermal 
response code and the thermal response computations use 
the surface energy-balance conditions as well as the con-
vective heat-transfer coefficients obtained from flow solver. 
Ferrero and D’Ambrosio [7] presented a two-dimensional 
finite volume heat conduction solver coupled with a hyper-
sonic fluid solver to solve the CHT problem over a body 
immersed in a high-speed flow. Zhang et al. [36] described 
a novel, time-adaptive, loosely coupled analysis strategy for 
efficiently predicting the conjugate heat transfer problems in 
hypersonic flows, in which an adaptive coupling time step 
size approach based on a control theory point of view was 
proposed and embedded into this strategy. Rahaim et al. 
[27] developed a coupled finite volume method and dual 
reciprocity boundary element method to solve the transient 
flow-thermal problem in the supersonic regime. Meng et al. 
[21] proposed a new algorithm of the global tightly cou-
pled transient heat transfer based on the quasi-steady flow 
field for solving the long-term conjugate heat transfer (CHT) 
problem.

Additionally, with advances in the computer hardware, 
numerous successful applications of flow-thermal coupled 
analysis methods have been reported in practical engineer-
ing systems. Kuntz et al. [16, 17] and Hassan et al. [12] 
presented an iterative, loosely coupled approach between a 
CFD code and a material thermal response code, and then 
attempted to predict the ablation phenomena on a hypersonic 
reentry vehicle moving along a ballistic trajectory. Kontinos 
[15] presented a two-dimensional boundary element method 
and then loosely coupled it to a hypersonic CFD algorithm 
to solve the flow-thermal coupled problem over metallic 
thermal protection panels at the leading edge of the X-33 in 

a hypersonic flow. Tabiei and Sockalingam [30] developed 
a procedure for modeling a thermal protection system for 
the IRV-2 reentry vehicle by constructing a multiphysics 
framework for hypersonic reentry vehicles. The computa-
tional fluid dynamics code (FLUENT) and the material ther-
mal and structural response code (LS-DYNA) are loosely 
coupled to achieve the solution. Zhao et al. [38] proposed a 
coupling methodology to solve simultaneously the external 
flow field and the resultant heating on the structure for a 
generic missile nose cone, in which two flow solvers were 
employed to solve the hypersonic flowfield and the very low-
speed flowfield, respectively. Guo et al. [10] and Qin et al. 
[26] presented a loosely coupled fluid-thermal analysis to 
illustrate the thermal response of different configurations 
and the relevant flow field variation for a spiked blunt body 
flying at hypersonic speeds.

In summary, a number of efforts have been made to solve 
the coupled flow-thermal problems for hypersonic vehi-
cles. Nevertheless, according to the current research state 
described above, there are still some issues that need to be 
further investigated.

1. To the author’s knowledge, the coupled flow-thermal 
problem for the air-breathing hypersonic vehicle [28] in 
practical engineering has been rarely investigated until 
now, while most existing studies have focused on cases 
with either a two-dimensional model or a simple three-
dimensional model. An air-breathing hypersonic vehicle 
at hypersonic speed could lead to significant thermal 
interactions between the external flowfield, internal 
flowfield and internal structure, these, indeed, deserve 
more attention in future investigations.

2. According to the review of related literatures, until now, 
most published literatures have focused on promoting 
the iteration-based flow-thermal coupled strategies, 
and the research concerning the efficient engineering 
approximation method is rare. However, it should be 
noted that different analysis method should be adopted 
according to the design stage of the hypersonic vehicle. 
This means that an efficient engineering approximation 
method is suitable in the conceptual design stage in 
which the shape and structure form of the flight keeps 
updating, whereas an iteration method is required in the 
detailed design stage to accurately describe the coupled 
flow-thermal effect. Therefore, the future research on 
establishing the coupled flow-thermal analysis method-
ology containing both engineering approximate method 
and the iterative coupled method is needed.

Under this circumstance, two kinds of coupled flow-ther-
mal analysis strategies, namely, the engineering approximate 
method (the direct correction method) and the loosely cou-
pled method (the iteration-based method) are proposed in this 
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paper to support the entire design process of air-breathing 
hypersonic vehicles. Besides, the strategies of the two coupled 
flow-thermal analyses for the thermal protection systems of 
the hypersonic vehicle are compared to determine the advan-
tages and disadvantages of each method. The remainder of 
the paper is structured as follows: the specific description of 
two typical strategies for coupled flow-thermal analysis is pre-
sented in Sect. 2. The particular contents of the computational 
fluid dynamics (CFD) analytical model and the finite element 
method (FEM) analytical model are presented in Sect. 3. The 
results and discussions are stated in Sect. 4. The conclusions 
are derived at the end of the paper.

2  Outline of Two Coupled Flow‑Thermal 
Analytical Strategies

2.1  Coupled Analysis Based on Direct Correction 
Methods (DCM)

2.1.1  Basic DCM Approach

To adopt the coupled flow-thermal analysis in engineering 
practice, the basic direct correction method (BDCM), which 
amends the wall heat flux via recovery temperature and wall 
temperature, is developed to improve the analysis efficiency.

According to aerothermodynamics, the wall heat flux qw is 
proportional to the difference between the recovery tempera-
ture and wall temperature, i.e.

where Tr and Tw denote the recovery temperature and wall 
temperature, respectively. � is the surface heat transfer coef-
ficient, which is related to several physical quantities, such 
as flight altitude, Mach number, and skin temperature. The 
dimensionless surface heat transfer coefficient, i.e., Stanton 
number St , is more commonly used

where cp is the specific heat at constant pressure, � is the 
density, and u is the flow velocity.

Combining Eqs. (1) and (2), qw can be rewritten as

Considering that cp varies inconspicuously at different wall 
temperatures when the other flight conditions, including the 
flight height and flight speed, are the same, cp is assumed to 
be constant in engineering to improve the computational effi-
ciency. Thus, the wall heat flux under the condition of constant 
wall temperature T0 , can be expressed as

(1)qw = �
(
Tr − Tw

)
,

(2)St = �
/(

cp�u
)
,

(3)qw = St�ucp
(
Tr − Tw

)
.

(4)qT=T0 = St�ucp
(
Tr − T0

)
.

Then, the real wall heat flux can be approximated by inte-
grating Eqs. (3) and (4):

For the TPS in hypersonic vehicles, the fluid is coupled 
to the thermal conduction through the surface energy bal-
ance, given by

where qn is the heat flux due to conduction, and qrad is the 
heat flux due to radiation.

According to the theory of heat radiation,

Here, � represents the Stefan–Boltzmann constant is 
equal to 5.67e − 8 W∕

(
m−2 K−4

)
 ; and � represents the emis-

sivity, which is related to the structural material property.
Then, substituting Eqs. (5) and (7) into Eq. (6), qn can be 

rewritten as

In particular, according to the temperature boundary layer 
theory, Tr can be calculated by

where T∞ is the inflow static temperature; Ma
∞

 is the inflow 
Mach number; � is the ratio of specific heat, which is usu-
ally set as 1.4; and r is the recovery temperature coefficient, 
which is usually set as 0.85 for laminar flow and 0.90 for 
turbulent flow [14].

Overall, the heat flux due to conduction can be expressed 
as

where qT=T0 can be calculated by CFD analysis, Tw can be 
obtained using FEM analysis, and the other parameters can 
be easily determined from the freestream characteristics and 
structural material properties.

Considering that the characteristic time scale for hyper-
sonic flows to reach the steady state is much smaller than 
that of the transient structural heat transfer problem, the 
assumption that the hypersonic flow behavior can reach the 
steady state instantaneously compared to the relative low 
evolution of the heat transfer in the solid can be introduced 
[19]. Moreover, Giles [8] concluded that numerical stability 
could be improved by passing temperature from the solid to 

(5)qw = qT=T0

Tr − Tw

Tr − T0
.

(6)qn = qw − qrad,

(7)qrad = ��
(
T4
w
− T4

0

)
.

(8)qn = qT=T0

Tr − Tw

Tr − T0
− ��

(
T4
w
− T4

0

)
.

(9)Tr = T∞

(
1 + r

� − 1

2
Ma2

∞

)
,

(10)qn = qT=T0

T∞

(
1 + r

�−1

2
Ma2

∞

)
− Tw

T∞

(
1 + r

�−1

2
Ma2

∞

)
− T0

− ��
(
T4
w
− T4

0

)
,
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the fluid while transferring heat flux from the fluid to the 
solid. Therefore, based on the abovementioned concepts, an 
efficient engineering analysis strategy, namely, BDCM, for 
the coupled flow-thermal problem of air-breathing hyper-
sonic vehicle in hypersonic flows is developed as show in 
Fig. 1. Further, the implementation strategy of the BDCM 
approach can be described as follows.

1. For a trajectory involving n flight conditions, the time 
points can be denoted as 

[
0, t1, t2,… , tn−1

]
 . At the initial 

time t = 0 , a certain uniform temperature distribution is 
induced in the solid depending on the initial condition, 
and then the surface temperature T0 is transferred onto 
the fluid coupling surface as a temperature boundary 
condition.

2. Steady hypersonic flow simulations of all the discrete 
flight conditions are conducted using CFD code with the 
wall temperature boundary set to be a uniform value T0 , 
which is also termed the cold wall boundary. In this way, 
the wall heat flux under the cold wall condition can be 
obtained and denoted as 

[
qt=0
T=T0

, q
t=t1
T=T0

, q
t=t2
T=T0

,… ,

q
t=tn−1
T=T0

]
.

3. Transient thermal analysis of the TPS from time level 0 
to t1 is conducted using FEM code. Considering that the 
flow field can be assumed to be transient stable, the 
recovery temperature Tr and the heat flux under the cold 
wall situation q

T=T0
 between the adjacent trajectory 

points are supposed to be constant. Therefore, the heat 
flux due to conduction qn at any time step between 0 and 
t1 can be directly modified by Eq. (8). To improve the 
computational efficiency, the step size of the transient 
thermal analysis based on FEM code, which is denoted 
as Δts , is set to be adaptive.

4. The heat transfer simulations from time level ti to ti+1 
(i = 1, 2,… , (n − 2)) can be accomplished in the same 
manner until the transient thermal analysis of the entire 
trajectory is completed.

2.1.2  Improved DCM Approach

In practical engineering projects, as shown in Fig. 2, the 
following situations are commonly encountered: (1) The 
time interval between the adjacent trajectory points may be 
large in a practical engineering project owning to the limited 
information; (2) The flight condition changes dramatically 
between the adjacent trajectory points; (3) Situation (1) and 
situation (2) occur simultaneously.

In such a case, the analysis error would increase if the 
recovery temperature Tr and the heat flux with the cold 
wall q

T=T0
 are considered constant during the adjacent tra-

jectory points. Consequently, in this study, BDCM is fur-
ther developed by interpolating Tr and q

T=T0
 between the 

adjacent trajectory points as displayed in Fig. 2. In this 
manner, the processes involving continuous changes in 
both the cold wall heat flux and the recovery temperature 
are considered to some extent, which reflects the actual 

Fig. 1  Flow-thermal engineer-
ing approximating procedure 
based on BDCM

ti ti+1

∆ts

F(i+1)

S(i+1)

F(i)

S(i)

Correction by Eq. (8)

wT
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0T Tq =
Constant
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Transient 
Thermal
Analysis
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Flow Analysis SStructural Heat 

Transfer Analysis= =

.  .  .

.  .  .

.  .  .

Steady

Fig. 2  The treatment of recovery temperature in BDCM and IDCM



International Journal of Aeronautical and Space Sciences 

1 3

flight situations more reasonably. In particular, in the 
improved DCM approach (IDCM), the heat flux due to 
conduction qn is also corrected and updated with an adap-
tive time step according to the specified characteristic step 
in the solid heat conduction analysis. The implementation 
process can be illustrated in Fig. 3.

2.2  Coupled Analysis Based on the Iteration 
Solution Method (ISM)

Unlike DCMs that require only one iteration by the correc-
tion strategy, ISM obtains the coupling solutions through 
several iterations between a finite element code and a finite 
volume flow code. As described in Fig. 4, the analyses of 

Fig. 3  Flow-thermal engineer-
ing approximating procedure 
based on IDCM
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.  .  .

.  .  .
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Fig. 4  Flow-thermal loose cou-
pling procedure based on ISM
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CFD and FEM are sequentially conducted in ISM and the 
executing process can be detailed as follows.

1. The CFD analysis is conducted for the trajectory point 
i under the wall temperature condition, i.e., the hot wall 
condition, which can be obtained in the previous cycle. 
In particular, the wall temperature for the initial trajec-
tory point is set as the uniform value of the ambient 
temperature.

2. It is concluded that the convective conditions can signifi-
cantly improve the convergence efficiency and greatly 
highly reduce the number of iterations [3, 4]. Thus, in 
this step, the surface heat flux is converted into the sur-
face heat transfer coefficient using 

3. The recovery temperature and surface heat transfer coef-
ficient are applied on the FEA model as the heat transfer 
boundary condition and then the transient heat trans-
fer analysis is conducted. Thus, the temperature field is 
obtained.

4. The CFD analysis is carried out for the trajectory point 
(n + 1) under the wall temperature distribution obtained 
in step [3]. Moreover, the surface heat transfer coeffi-
cient for the trajectory point (n + 1) can be then acquired.

5. Considering that the recovery temperature and the 
exchange coefficient change significantly between two 
adjacent trajectory points, the interpolation strategy is 
also utilized, and the step size of modification is set as 
the specified characteristic step in the solid heat conduc-
tion analysis. The heat transfer between trajectory points 
n and (n + 1) is therefore recalculated under the heat 
transfer boundary condition.

6. Step 5 is repeated until convergence is achieved, and a 
reasonable temperature field between trajectory points 
n and (n + 1) is also obtained.

Specially, two things should be noted here: First, the con-
vergence criterion is constructed to stop the inner iterations 
adaptively to keep the computation time as low as possible. 
If �i and �i+1 denote the temperature distribution for the 
inner iteration i and i + 1 respectively, the convergence cri-
terion is defined as the relative difference between two suc-
cessive iterations in the maximum norm, and the inner loop 
is considered to be converged when the relative difference 
belongs to [0, 1] , which can be expressed as follows:

When Eq. (12) is satisfied, the coupled quantity val-
ues remain more or less constant between consecutive data 
exchanges and the coupled solution cannot be improved by 

(11)� = qw
/(

Tr − Tw
)
.

(12)0 ≤ ‖‖�i − �
i+1‖‖∞

‖‖�i‖‖∞ + ‖‖�i+1‖‖∞
≤ 1.

continuing the inner iterations, then the simulation can proceed 
to the next time step.

Second, since multiple CFD analyses between the trajec-
tory points n and (n + 1) are computationally expensive, an 
adjustable computational strategy is established to improve the 
computational efficiency. The strategy can be conducted as fol-
lows: for the first CFD analysis, the computation is performed 
as usual; for the rest CFD analyses, the initial condition is set 
as the results obtained in the previous CFD analysis. As the 
flow field characteristics become closer along with iteration 
times, the computation time taken in the CFD analysis can be 
remarkably reduced.

3  Computational Model

3.1  CFD Model

3.1.1  In‑House CFD Code Polysim

In this paper, aerodynamic heat analysis is conducted using the 
in-house code Polysim [39–41], which is a cell-centered finite 
volume solver based on a hybrid mesh. The code is devel-
oped based on the unstructured grid data architecture to ensure 
flexibilities of handling complex geometries. Unlike finite dif-
ference, the finite volume formulation discretizes the integral 
governing equations on arbitrary-shaped control volumes. The 
control volume in Polysim can be any of the following types: 
tetrahedron, hexahedron, pyramid and prism. Instead of the 
simple average method for the gradients of variables at each 
face, the volume average is applied. In addition, an improved 
Green-Gauss method for the calculation of the gradient at the 
cell centroid is developed. These two techniques for the dis-
cretization of the viscous flux terms improve both the accuracy 
and robustness of the code. The aerodynamic performance 
obtained using this in-house code Polysim has been exam-
ined by several widely used benchmark test cases. It has been 
shown that the numerical results agree well with experimental 
data [39–41].

3.1.2  Governing Equations

Polysim is a cell-centered finite volume solver which solves 
the Favre-averaged Navier–Stokes equations

and the turbulence equation

with the turbulence variables

(13)� −1 d

dt ∫
�

Wd� + ∫
��

F(U)dA = 0,

(14)
��

�t
+ ∇ ⋅ (�u) = −∇ ⋅ D + P − �,
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In Eq. (12), �  is the preconditioned matrix [33], W is the 
vector of primitive variables, U is the vector of conservative 
variables, and F is the flux vector

And

Here, � is the density, u⃗ is the velocity, E is the total energy, 
P is the pressure, and [�] is the stress tensor,

3.1.3  Numerical Discretization

Equation (12) is discretized by using the point-implicit 
algorithm,

with ΔWm
i
= Wm+1

i
−Wm

i
.

Here, D is the diagonal matrix and the residue is defined as

with Ff

(
U−,U+, n⃗

)
 is the approximated numerical flux of 

the face f and Af denotes the area of the face f. In this study, 
the low diffusion kinetic scheme is employed to calculate the 
convective numerical flux

� =

(
k

�

)
.

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

�M
P

0 0 0 �T

�1�
M

P
� 0 0 �Tu1

�2�
M

P
0 � 0 �Tu2

�3�
M

P
0 0 � �Tu3

H�M
P
− � �u1 �u2 �u3 �TH + �cP

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

.

W =

⎛
⎜⎜⎝

p

u⃗

T

⎞
⎟⎟⎠
, U =

⎛
⎜⎜⎝

𝜌

𝜌u⃗

E

⎞
⎟⎟⎠
, F = Fc − F𝜐,

Fc =

⎛⎜⎜⎝

𝜌u⃗

𝜌u⃗⊗ u⃗ + P[I]

(E + P)u⃗

⎞⎟⎟⎠
, F𝜐 =

⎛⎜⎜⎝

0

[𝜏]�
[𝜏] ⋅ u⃗

�
+ q⃗

⎞⎟⎟⎠
.

(15)[𝜏] =
(
𝜇L + 𝜇t

)[
∇u⃗ + ∇Tu⃗ −

2

3

(
∇ ⋅ u⃗

)
[I]

]
.

(16)
D

m−1ΔWm
i
= −

(
ℜ

m−1
i

+
∑

j∈neigbor

[
Ff

(
W

m−1
i

,Wm

j
, n⃗
)

−Ff

(
W

m−1
i

,Wm−1
j

, n⃗
)]

⋅ Af

)
,

ℜ
m−1
i

=
∑
f

Ff

(
U−,U+, n⃗

)
∙ Af,

(17)Fc
f
= (1 − �)Fn

(
Qf

)
+ �FKFVS

n
,

where the fluxes are expressed as

Here, � represents the artificial viscosity and the con-
servative variables Qf can be obtained by using the same 
splitting rule as that for the flux.

To calculate the viscous flux, the flow variables and 
their gradients on faces must be also calculated. Because 
we use the cell-centered method, and all the flow variables 
are stored at the cell centers, the estimation of the vari-
ables on faces must be constructed as accurately as pos-
sible. The integrals on the faces require the best estimation 
of all the flow variables on these faces. In the present code, 
a volume weighted average of the adjacent cell gradients 
is employed

The gradient in the cell center is calculated by the 
Green–Gauss method:

The face state in this calculation employs a new inverse 
distance weighted average rather than the simple average:

3.1.4  CFD Model for Hypersonic Flight

The geometry considered in this work is a typical X-51A-
like air-breathing hypersonic vehicle. In the CFD analyti-
cal model, the CFD computational grid is a structured 
grid created in Pointwise Version 18.0 [24] and the flow 
field is constrained to four boundary conditions, namely, 
hypersonic far field, hypersonic outlet, symmetry on the 
centerline and no slip wall, as illustrated in Fig. 5a.

Additionally, it is well acknowledged that the first cell 
normal spacing near the wall is important for the aero-
dynamic heating numerical simulation, thus the impact 
study of the first cell spacing near the wall on the surface 
flux is conducted. The freestream and flight conditions of 

(18)

Fn =

⎛
⎜⎜⎝

�un
��un + p�

�Hun

⎞
⎟⎟⎠
= F

+
n
+ F

−
n
,

F
±
n
=

⎛
⎜⎜⎜⎜⎝

�
�
�1
n

�±

��
�
�1
n
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the validation case are listed in Table 1. The results show 
that the flux distribution and magnitudes appear as nearly 
constant (the maximum flux changes slightly from 1800 to 
1785 kW/m2) when the first-cell spacing refines from 0.01 
to 0.005 mm. Considering that the mesh amount should 
be reduced as much as possible to ensure computational 
efficiency under the precondition of guaranteeing preci-
sion, the spacing is chosen to be 0.01 mm in this case, as 
shown in Fig. 5b, such that the volume mesh number of the 
flow field domain is 17,619,000. Furthermore, considering 
that either the nose cone or the inlet lip is a high heat flow 
region with a radius of 2 mm, the grid cell dimension in 
these regions is set to be 0.2 mm, as shown in Fig. 5c, d.

3.2  FEM Model

3.2.1  Governing Equations

The basic governing equation of the three-dimensional struc-
tural heat transfer is the classical heat conduction equation 
that can be expressed as:

(21)�scs
�Ts

�t
=

�

�xi

(
ks
�Ts

�t

)
+ Q (i = 1, 2, 3),

where Ts is the structural temperature, �s is the structural 
density, cs is the structural specific heat, ks is the structural 
thermal conductivity, and Q is the volumetric heating source 
in a solid.

3.2.2  Numerical Discretization

In this study, the FEM is used to discretize the above tran-
sient solid heat conduction equation. Then the classical dis-
cretized FEM matrix formulation can be rewritten as:

Here, [C] , {T} , [K] , {Q} denote the thermal capacitance 
matrix, temperature vector, thermal conductivity matrix, and 
nodal heat load vector, respectively.

3.2.3  FEM Model for Hypersonic Flight

In this work, the numerical solutions of Eq. (22) were 
obtained using the general finite element solver ABAQUS 
Version 6.13 programmer [1], and the unconditional stable 
backward Euler method [6] is adopted to march the solu-
tion in time. The FEM computational grid is an unstructured 
grid generated by ABAQUS, as illustrated in Fig. 6, and the 
analysis element type is set as DC3D20. Then, the volume 
mesh number of the domain is 300,913.

Three boundary conditions are applied in the model: (1) 
The aerodynamic heat flux on the interfacial surface which 
is calculated by Polysim; (2) The radiation boundary condi-
tion on the external surface that describes the radiative heat 
exchange with the surroundings; (3) Adiabatic boundary 
conditions on the other surfaces. Furthermore, three kinds of 
materials are utilized in different regions. High temperature 
alloy is utilized in the nose cone region, high temperature 
insulation composite material is utilized in the cabin region, 
and the C/C composite material is utilized in the inlet region.

3.3  Interface Coupling Relationship Model

The physical mechanism of the coupled flow-thermal prob-
lem for the hypersonic vehicle is that the external hypersonic 

(22)[C]
{
Ṫ
}
+ [K]{T} = {Q}.

Fig. 5  Computational mesh and boundary condition settings

Table 1  Freestream and flight conditions of the study case

Material Mach number Attack angle (°) P∞ (Pa) T∞ (K)

Air 4.5 0 5529 217

Fig. 6  Computational mesh of FEM model
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aerodynamic heating interacts with the structural heat trans-
fer inside the solid via a fluid–solid interface, along which 
the temperature continuity condition [23] and the heat flux 
equilibrium condition [24] must satisfy

Here, Ts and Tf represent the structural and fluid tem-
perature, respectively; ns and nf represent the outward unit 
normal of the structural and fluid boundaries, respectively; 
and ks and Tf are the conductivities of the structure and fluid, 
respectively.

As concluded by Giles [8], the numerical stability could 
be improved by passing temperature from the solid to the 
fluid while transferring heat flux from the fluid to the solid. 
Thus, in this study, the thermal solver ABAQUS provides 
temperature to the fluid solver Polysim, whereas heat flux 
is transferred from the Polysim to the ABAQUS in the form 
of the surface heat transfer coefficient. The interpolations of 
temperature and the surface heat transfer coefficient are con-
ducted with the inverse-distance interpolation algorithm pro-
vided in Tecplot 360 EX 2015 R1 [31]. The inverse-distance 
interpolation averages the values at the data points from the 
source zone to the data points in the destination zone. The 
average is weighted by a function of the distance between 
each source data point to the destination data point. The 
closer a source data point is to the destination data point, the 
greater its value is weighted.

4  Results and Discussions

4.1  Trajectory Profile

For this paper, the flight conditions including the flight 
altitude (H), the Mach number (Ma) and the attack angle 

(23)Ts = Tf,

(24)ks∇Ts ∙ ns = −kf∇Tf ∙ nf.

(α) along the trajectory time (t) are given in Table 2. Note 
that, as the linear interpolation algorithm is utilized in 
the proposed methods, the flight trajectory profile can be 
shown graphically in Fig. 7.

4.2  Validation of a Numerical Model Based on Wind 
Tunnel Tests

To validate the in-house CFD code Polysim, wind tunnel 
tests of a 1:2 scaled air-breathing hypersonic flight model 
is conducted. The model is tested under the conditions 
of Mach 6, unit Reynolds number 1.14 × 107 and attack 
angles 0°, 2°, 4°.

As shown in Fig. 8, the results can be summarized as 
follows: (1) Primarily, the heat flux on the forebody front 
edge stagnation point is compared. In the wind tunnel test, 
the measured value of the heat flux on the front edge stag-
nation point is 1050 kW/m2 while the calculated value 
obtained by Polysim is 1047 kW/m2. It can be seen that 
the test value in the wind tunnel and the simulation value 
calculated by Polysim of the heat flux at the front edge 
stagnation point are close. (2) Furthermore, considering 
the complex flow around the inlet lip, the comparisons of 
the heat flux along the lip are illustrated in Fig. 8, where 
the heat flux in the stagnation point is selected as the refer-
ence value. It indicates that the maximum error between 
the test value and the corresponding simulation value is 
less than 15%. (3) Eventually, the tendencies of the heat 
flux along the inlet lip between the wind tunnel test and the 
numerical simulation are consistent under different attack 
angles. Therefore, it can be concluded that the in-house 
CFD code Polysim is effective and adoptable in this work.

Table 2  Flight conditions for all the trajectory points

No. t (s) h (km) Ma (–) α (°)

1 0 10 2 − 2
2 20 15 4 0
3 35 25 6.5 0
4 50 35 6.5 − 1
5 70 45 6.5 − 1
6 120 50 5 4
7 175 35 6 4
8 190 25 6 1
9 200 20 6 1
10 220 25 6 0

Fig. 7  Flight trajectory profile
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4.3  Aerodynamic Heat Analysis Based on Polysim

Prior to conduction flow-thermal interaction simulations, the 
steady-state flowsfields around the hypersonic vehicles are 
obtained. For the complex configuration of the air-breathing 
hypersonic vehicle, complicated flow patterns and different 
forms of flow interference arise. The intense shock wave 
interference effect leads to the severe aerodynamic heating 
environment. Figure 9 shows the flow structure of a typical 
trajectory point at which h = 25 km, Ma = 6.5, α = 0°. The 
following can be determined:

1. As displayed in Fig. 9 (on the left) for the overall density 
distribution, influenced by the windward configuration, 
two extra compression waves are induced, namely, the 

two-stage and the three-stage compression waves. Fur-
thermore, as shown in the enlarged view of region (a) 
in Fig. 9 for pressure distribution, a smooth bow shock 
wave appears around the arc-shaped leading edge.

2. As shown in the enlarged view of region (b) for pressure 
distribution, a smooth bow shock wave appears around 
the arc-shaped inlet lip similar to at the leading edge. 
Moreover, the incident shock wave caused by the leading 
edge and the shock wave caused by the inlet lip interfere 
strongly with each other around the lip. Thus, the local 
separation flow phenomenon may be triggered.

3. As illustrated in the enlarged view of region (c) for den-
sity distribution, owing to the interference effect of the 
shock waves caused by the leading edge, the compres-
sion surface and the inlet lip as well as the reflection 

Fig. 8  Comparisons of heat flux along the lip between wind tunnel tests and numerical calculations

Fig. 9  Flow structure characteristics. On the left, overall view; on the right, zoomed regions
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effect of the shock waves in the isolator, the shock train 
appears in the inlet isolator, thus the high and low heat 
flow alternatively present in either the upper or the lower 
wall of inlet.

Figure 10 illustrates the heat flux distribution at typical 
trajectory points. Figure 10a shows the heat flux along the 
inlet lip plotted against the z-coordinate. One can see that 
heat flux values are large for the shock wave effect and vary 
inconspicuously along the lip for the smooth configuration. 
Figure 10b, c show the heat flux along the upper surface and 
lower surface of the compression surface, respectively, plot-
ted against the x-coordinate. The heat flux demonstrates a 
ladder-like shape, which is in accordance to the three stages 
of compression waves shown in Fig. 9. Further, the heat flux 
in the isolator varies with a wave-shape due to the reflection 
effect of the shock waves.

4.4  Comparisons of BDCM and IDCM

Figure 11 compares the thermal responses of the TPS calcu-
lated using BDCM and IDCM. The maximum temperature 
history of all structural parts and the temperature history of 
a specific point around the stagnation point of the nose cone 
are selected. Figure 11a shows that both the BDCM and 
IDCM exhibit a similar tendency, which reflects the con-
sistency of the two methods to a certain extent. However, as 
illustrated in Fig. 11b, the BDCM ignores the change in the 
recovery temperature and the cold wall heat flux between the 
two trajectory points, which would lead to the non-smooth 
phenomenon of the temperature responses. Moreover, this 
simplification also leads to an overestimation of the highest 
temperature and underestimation of the lowest temperature. 
The IDCM considers the continuous change process of the 
recovery temperature and the cold wall heat flux by linear 

Fig. 10  Heat flux on typical positions for typical trajectory points
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interpolation between two trajectory points, which is much 
closer to the practical flight situation than that obtained 
using BDCM.

4.5  Comparisons of IDCM and ISM

Figures 12 and 13 show the comparison of the thermal 
responses of TPS calculated using IDCM and ISM. As 
illustrated in Fig. 12, IDCM and ISM demonstrate a similar 
tendency on the maximum temperature qualitatively, and 
the maximum temperature obtained in IDCM is similar to 
ISM quantitatively. As displayed in Fig. 13, the maximum 

temperatures of both IDCM and ISM are located at the 
leading edge stagnation point. Moreover, the temperature 
obtained from IDCM is higher than that from ISM in non-
stagnation point regions.

It is well known that the temperature distribution depends 
on the heat flux distribution. For IDCM, the heat flux con-
ducted into the TPS is the corrected cold wall heat flux, 
which can be calculated by Eq. (5). For ISM, the heat flux 
conducted into the TPS is the hot wall heat flux, which can 
be calculated by the CFD analysis under the actual wall tem-
perature distribution. As for the maximum temperatures of 
both IDCM and ISM, they are located at the leading edge 
stagnation point since the heat flux is greatest there. Further-
more, for IDCM, the recovery temperature Tr can be accu-
rately estimated by Eq. (9). Thus, the heat flux at leading 
edge stagnation point obtained by IDCM is accurate enough. 
For ISM, it takes a full consideration of the coupling effect 
between the fluid and structure by CFD analysis under the 
actual wall temperature distribution. Thus, ISM can obtain 
the accurate heat flux at the stagnation point. Therefore, it 
can be concluded that IDCM and ISM can acquire the simi-
lar heat flux at stagnation point, which can be also demon-
strated by the corrected cold wall heat flux and hot wall flux 
in Fig. 14. Moreover, the maximum temperature obtained 
by IDCM and ISM are similar due to the similar heat flux.

In the non-stagnation point region, the recovery tem-
perature Tr estimated by Eq. (9) is relatively larger than the 
accurate recovery temperature in IDCM while the recovery 
temperature is still accurate by utilizing CFD analysis under 
the actual wall temperature distribution in ISM. Therefore, 
according to Eq. (5), the calculated heat flux in IDCM is 
larger than that in ISM, which results in the phenomenon 

Fig. 11  Comparison of the thermal responses for BDCM and IDCM

Fig. 12  Comparison of the maximum temperature history for differ-
ent components under IDCM and ISM
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that the temperature obtained from IDCM is higher than that 
from ISM in most regions.

Additionally, for the computational accuracy, ISM takes 
a full consideration of the coupling effect between the 
fluid and structure; therefore, more accurate results can be 
obtained. However, for the computational efficiency, IDCM 
exploits a full advantage of the parallel computation strategy.

To explore the influence of the wall temperature distri-
bution on the aerodynamic characteristics, the heat flux 
values at the stagnation point between the cold wall and 
hot wall are compared in Fig. 14. The heat flux values 

agree in terms of the trend over the trajectory under 
the conditions of cold wall and hot wall. The heat flux 
decreases sharply under the hot wall situation because 
the difference between the recovery temperature and wall 
temperature under the hot wall is much smaller than that 
under the cold wall, and the heat flux is proportional to the 
difference according to Eq. (4).

The comparisons of the surface heat flux and heat 
transfer coefficient between the cold wall and hot wall are 
shown in Fig. 15. The amplitude of the surface heat flux 
under the hot wall is much smaller than that under the 
cold wall, whereas the heat transfer coefficients in these 
two conditions are very close. This finding indicates that 
the surface heat flux is strongly coupled with wall tem-
perature, whereas the heat transfer coefficient is weakly 
coupled with the wall temperature.

To determine the characteristics of the local flow field 
under different wall temperatures, the Mach contour in 
the inlet between cold wall and hot wall is compared in 
Fig. 16. A notably thickened boundary layer is observed 
in the hot wall calculation. Furthermore, due to the closed 
and limited space inside the inlet, the flow interference 
effect is relatively strong, and the internal flow structure 
is complicated with a hot wall calculation. The thickened 
boundary layer may change the aerodynamic force and 
intensify the phenomenon of flow separation. Together 
with the complicated internal flow structure, these changes 
could have a major impact on the flight performance, such 
as engine starting performance.

Fig. 13  Comparison of the tem-
perature distributions obtained 
by IDCM and ISM

Fig. 14  Comparison of the heat flux at the front edge stagnation point
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4.6  Discussions of Precision and Efficiency

According to the aforementioned cases and comparisons, the 
following can be summarized:

1. The tendencies of the maximum temperature values of 
all the three components for the air-breathing vehicle 
are consistent in DCMs and ISM. However, for DCMs, 
the impact of the hot wall on the flow characteristics is 
ignored, which means that some physical phenomena 

cannot be captured. The ISM however, considered the 
effects of the hot wall, and real physical processes such 
as thickened boundary layer and flow separation could 
be reproduced. Therefore, in terms of the simulation pre-
cision, ISM has an advantage over DCMs.

2. As the CFD analysis consumes much more time than the 
FEM analysis, in this work, the runtime is approximated 
as the CFD analyses time. As for the computational effi-
ciency, on the one hand, the runtime is dependent on 
the iteration number. For DCMs, only one CFD analysis 

Fig. 15  Comparison of the surface heat flux and heat transfer coefficient distribution when t = 230 s

Fig. 16  Comparison of the inlet flow structure
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is needed in every trajectory interval; however, more 
than two iterations are required for ISM to reach con-
vergence in every trajectory interval. In this work, based 
on the defined convergence criterion, three iterations 
are needed in every trajectory interval for the hyper-
sonic vehicle case. Therefore, the iteration number of 
the DCM is 10 while that of ISM is 28. On the other 
hand, the runtime is also dependent on the time that 
each CFD analysis consumes as the adjustable strategy 
stated in Sect. 3.3 is conducted in ISM. Therefore, the 
runtime for DCM and ISM is also given. Moreover, the 
parallel strategy can be adopted in DCMs, but only the 
sequential strategy can be utilized in ISM. The parallel 
strategy utilized in DCMs can be explained as follows: 
steady hypersonic flow simulations of all the discrete 
flight conditions under the cold wall condition should be 
obtained for DCMs. Since the simulations of all the dis-
crete trajectory points are generally independent of each 
other, these can be conducted simultaneously. Therefore, 
when the multicomputer system is available, the CFD 
analyses can be executed by parallel strategy and the 
computational time can be substantially reduced. Con-
sequently, for the computational efficiency, DCMs have 
a prominent advantage over ISM, in particular, in situ-
ations in which the multicomputer system is available, 
and the parallel strategy can be executed in DCMs. To 
compare the computational efficiency of DCMs and 
ISM, the runtimes for the fluid-thermal analysis of the 
air-breathing hypersonic flight are quantified, as listed in 
Table 3, which also summarizes the testing environment.

3. Given the above, in the practical process of hypersonic 
vehicle design and manufacture, we should select the 
appropriate analysis method according to different 
stages. In the conceptual design stage, the shape and 
structure form of the flight keep updating; in this case, 
a high-efficiency analysis method is adopted to help 
the designer make a quick and preliminary decision, 
and thus, DCM is a good choice. In the detailed design 
stage, accurate flight performance is necessary, and thus, 
the influence of hot wall on the flow field cannot be 
neglected. Therefore, ISM is a better choice to obtain a 
more reliable design scheme.

5  Conclusions

The study of the coupling flow-thermal problem is par-
ticularly important for the design and evaluation of the 
thermal protection system for air-breathing hypersonic 
vehicles. In this paper, two kinds of coupled analysis strat-
egies, i.e., DCMs and ISM, are presented and compared. 
Both strategies are achieved through a finite-element ther-
mal response code and a self-compiled finite-volume flow 
code, the accuracy of which is verified by the wind tunnel 
test.

Both DCMs and ISM can acquire rational results. How-
ever, each of the two strategies has its own advantages and 
disadvantages. For the simulation precision, ISM has an 
advantage over DCMs since the real flow characteristics 
can be captured. However, for the computational efficiency, 
DCMs have a remarkable advantage over ISM. In view of 
this, a preliminary selection criterion is established in this 
paper, and then in the actual process of air-breathing hyper-
sonic vehicle design and manufacture, the designers can 
select the appropriate flow-thermal analysis method accord-
ing to the different design stages.
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