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To develop a more advanced 3D computed tomography of the chemiluminescence method, the first quantitative
3D diagnosis was realized. The nonlinearity coefficient, the nonuniformity coefficient of the camera response,
and various optical fiber attenuation coefficients were obtained through correction experiments. The conversion
relationship between the number of photons released by the target object per unit time and the camera gray value at
a specified solid angle was also calibrated. To verify the quantitative reconstruction equation, 3D reconstructions
of a methane–air flat flame and a simulated phantom were performed for comparison. The method can overcome
artificial distortions caused by uncorrected reconstruction. ©2020Optical Society of America
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1. INTRODUCTION

In recent years, to provide more detailed measurements of flame
structures, high-resolution real-time 3D measurements have
been achieved in practice, and thus 3D computed tomography
of chemiluminescence (3D-CTC) technology has also been
developed strongly. Floyd [1] and Lei [2] studied various pro-
jection models and reconstruction algorithms systematically,
along with the effects of different shooting conditions and noise
conditions on the measurement resolution. At the same time,
they enabled a significant reduction in the quantity of equip-
ment required to perform CTC, thus making high-resolution
3D measurements more feasible. In their experiments [3],
10 commercial cameras were combined with the principle of
mirrors to obtain a multi-directional projection of the flame of
interest. After Floyd [3,4] introduced use of a charge-coupled
device (CCD) camera as a detector for CTC diagnosis, Kang
et al. and Ma et al. [5–7] used fiber optic bundles in the 3D-
CTC diagnostic system, which reduced the number of cameras
required and also allowed greater freedom in arrangement of
the cameras. The distance between the front end of the optical
fiber and the lens can be adjusted to ensure clarity of imaging,
and the optical fiber is then connected to the camera. The
acquisition of sub-millimeter flame characteristics and 3D
measurements at a kilohertz-scale sampling rate in a supersonic
burner [8] confirmed the superiority of the 3D-CTC technol-
ogy with coupled fibers. Unfortunately, in previous studies,
3D-CTC was only used to construct the three-dimensional

structures of flames and perform the related qualitative analy-
sis, but it did not achieve quantitative measurements of the
chemiluminescence.

Chemiluminescence is widely used in combustion diagnosis
and is the electromagnetic radiation emitted because of de-
excitation of the electronically excited species that are formed
via chemical reactions in the combustion reaction zone. This
means that chemiluminescence can provide information about
the conditions in the reaction zone. Furthermore, a number
of studies have shown that, under certain limiting conditions,
the quantitative chemiluminescence intensity can be used to
characterize the heat release rate and the intensity ratio can also
be used to measure the equivalent ratio. In dual-propellant
rocket engines, combustion instability is a frequent problem.
Under the premise that CH* chemiluminescence can act as
an exothermic marker, the use of CH* chemiluminescence
imaging with high frame rates to characterize the reaction zone
has become a hot research topic in recent years [9]. Walsh et al.
[10] measured the distribution of CH* under different gravity
conditions quantitatively and obtained the spatial distribution
via an Abel transformation. Anderson et al. [11–13] used a
detailed chemical kinetics model to investigate the relationship
between the chemiluminescence species and the heat release
rate; the strong correlation between the release rate and the
chemiluminescence was then verified. As the research into
the chemical dynamics intensified, numerical simulation of
the chemiluminescence gradually became the experimental
comparison object. CH* and OH* were also added to the
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multi-scale simulations as quasi-steady species, and the combus-
tion instability in complex engine combustions was compared
with experimental results [14].

An accurate and stable experimental system is a prerequisite
for quantitative chemiluminescence measurement based on
3D-CTC. For the needs of high-precision optical measurement,
many scholars have studied the nonlinearity and nonuniformity
of the CCD. For example, Dunlap proposed a method that
uses dynamic loss edges, darker impurities, and the number
of impurities to reveal the digital pixel model of the unknown
information of pixels [15,16]. Ninkov used the pixel sensitivity
function obtained by experimental measurement to improve
the accuracy of optical measurement [17,18]. Qiao used the
multi-point and multi-segment linear approximation method
to eliminate the nonlinear response of the CCD to a certain
extent [19]. Aiming at the measurement process of 3D-CTC,
various correction methods have been adopted in this paper.

The purpose of this paper is to achieve accurate quantitative
chemiluminescence measurement on the basis of correcting the
defects of 3D-CTC. As a noncontact and laser-free diagnostic
method, this technology can be combined with computational
fluid dynamics to provide sufficient data for research into
various types of spacecraft propulsion components.

2. THEORETICAL BASIS OF QUANTITATIVE
3D-CTC AND CALIBRATION METHODS

As shown in Fig. 1, the traditional experimental equipment
for 3D-CTC consists of a CCD camera and a fiber optic bun-
dle. The multi-angle simultaneous projection imaging data
obtained from experimental shooting are input into a recon-
struction program to obtain a three-dimensional structure
of the target object. However, this seemingly simple process
has been confirmed to have some errors in this work. In addi-
tion, almost all previous studies have performed qualitative
analysis of the imaging, and quantitative reconstruction of the
chemiluminescence has not been carried out.

In general, the reconstruction process for 3D-CTC tech-
nology can be reduced to the process shown in Eq. (1). Here,
(x ′, y ′, z′) and (x , y ) are the camera coordinate system and
the Earth coordinate system, respectively. Im(x , y ) is the gray
value of the flame projection output by the CCD camera,

Fig. 1. 3D-CTC equipment with fiber bundles and eight lenses,
where each lens has a different pitch angle. The squares are the imaging
areas.

and Q(x ′, y ′, z′) is the 3D information of the flame, which is
reproduced using the following reconstruction algorithm:

Algorithm [Im (x , y )]→ Q
(
x ′, y ′, z′

)
. (1)

Although relative intensity distributions of flames have been
realized in previous studies, study of the absolute radiation
intensity distribution of the flame has not been completed to
date. We know that the camera gray value is closely related to the
luminous intensity of the target object. In the forward process
of the fiber-based 3D-CTC system, after a photon is released
by the target flame and before this photon reaches a pixel, it is
affected by the attenuation of both the lens and the optical fiber,
the nonuniformity of the pixel, and the response nonlinearity.
The final output is a gray value, i.e., Ic (x , y ), which is expressed
using Eqs. (2)–(4):

η× Im(x , y )= R(x , y )× γ × ki × θi × N, (2)

Ic = Im(x , y ) / [R(x , y )× γ × ki ] , (3)

Algorithm [η× IC (x , y )]→ E
(
x ′, y ′, z′

)
. (4)

Here, R(x , y ) is the nonuniformity coefficient of the
response between all the camera pixels, γ is the nonlinear
coefficient of the pixel under different illuminations, and ki

represents the different attenuation coefficients of the fiber.
θi represents the solid angles of the different lenses, N is the
total number of photons released by the target object, η is the
correspondence coefficient between the unit camera gray value
and the number of photons received, and E (x ′, y ′, z′) is the
accurate number of photons released by the voxel (x ′, y ′, z′).
The reconstruction algorithm and the number of lenses were
used in most previous studies to improve the reconstruction
accuracy [8,20–22]. However, there was barely any considera-
tion of R(x , y ), γ , and ki , which were treated as constants [23].
The left side of Eq. (2) has the same dimensions as E (x ′, y ′, z′),
i.e., mole-photons. After all the parameters above have been cal-
ibrated, Im(x , y )/[R(x , y )× γ × ki ] can be used rather than
Im(x , y ) to achieve quantitative 3D-CTC.

The fiber-based 3D-CTC system used has been described
well in our previous publications [24,25]. Therefore, only a
brief description is provided here. A single CCD camera and a
custom fiber with eight input bundles and one output were used
to achieve eight-angle imaging in a single shot. Each input end
in the fiber bundle is a round end with a diameter of 1.5 mm
composed of 13,000 fibers, so the total number of fibers used is
104,000. The CCD has 1024× 1040 pixels with dimensions of
6.45 µm× 6.45 µm. The calibration equipment (including the
solid angles of the different lenses θi ), methods, reconstruction
algorithms, and models of the 3D-CTC system are detailed
in [25].

3. CALIBRATION

Among the newer types of photoelectric sensors, CCDs [22]
have been widely used because of their excellent photoelec-
tric and mechanical characteristics. The nonlinearity and
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nonuniformity problems of CCDs and the different attenua-
tion cofficients of the fiber have also been studied extensively
[26–30]. During the CCD manufacturing process, it is inevi-
table that uneven doping concentrations, deposition thickness
differences, and lithographic errors will occur. When the fin-
ished product is complete, these congenital defects cannot be
changed, and this introduces fixed-mode noise that appears as a
response rate nonuniformity and dark currents [31,32].

In order to obtain a larger range of illumination adjustment
in the experiment, a blackbody furnace and light-emitting
diode (LED) backlight board are used. The blackbody furnace
adopts a three-stage heating method to heat the body cavity of
the blackbody furnace, and uses a high-precision temperature
control device to achieve automatic temperature rise and tem-
perature control so that the temperature of the blackbody cavity
is very stable, and the floating temperature does not exceed
0.1◦C. In addition, when adjusting the illumination of the LED
backlight board by adjusting the power of the regulated power
supply, the unevenness of the illuminance does not exceed 1%,
and it has good time stability.

A. Nonlinear Coefficient (γ )

With the continuing improvements in the manufacturing levels
of blackbodies, the long-term stability of such a body already
meets the requirements of a standard device [33]. As shown in
Fig. 2(a), the blackbody temperature is fixed at 700◦C while the
CCD camera front remains perpendicular to the light emission
axis.

As an imaging device for high-precision measurements, the
output voltage V (or current I ) of an ideal detector within the
dynamic range should be proportional to the input exposure,
i.e., V = c n∗H or I = c n∗H. However, an actual detector
generally cannot satisfy the above relationship. The actual
relationship is more complex and can be better expressed using
polynomial fitting. Let H =8t be the exposure of a CCD
pixel, where 8 is the illumination and t is the integration time

Fig. 2. Experimental equipment for calibration: (a) using a
blackbody to calibrate the nonlinearity, and (b) and (c) using a light-
emitting diode (LED) backlight board to calibrate the nonuniformity
and attenuation coefficients of the fibers.

(exposure time). After the CCD response signal is processed
using an analog-to-digital converter and a digital signal proc-
essor, the gray value (with digital value DN) of the pixel is
output. The relationship between DN and the input expo-
sure H can then be expressed using the following nth order
polynomial [33–36]:

DN(H)=
N∑

n=1

c n Hn
+ DN(0, t) , (5)

where DN(0, t) is the dark current of the CCD pixel and c n

is the response coefficient. Each pixel has the same principle
of charge generation, storage, transmission, and detection.
Although the response to the same illuminance is different,
the response change trend is basically the same as the illumi-
nance changes. Therefore, we use only one response curve to
characterize the nonlinearity of the CCD response.

B. Nonuniformity Coefficient (R(x, y))

As shown in Fig. 2(b), a LED backlight board (YL1013, 12 V)
was used to provide a uniform light field and a CCD camera
(IMI-147FT) was used in combination with a narrow-bandpass
filter centered at 430 nm with a 10 nm full width at half-
maximum (for the CH* measurements) to record the emission.
Before the experiment, the center pixel of the CCD, the imaging
axis of the lens, and the center of the LED light emission were
aligned accurately to ensure that the angle of the optical axis was
0◦. Therefore, the adverse effect of the angle of the optical axis
on the measurement of the CCD response curve was avoided.

C. Different Attenuation Coefficients of the Fiber (ki)

As mentioned earlier, use of imaging fiber bundles has led to
great advances for applications in complex measurement envi-
ronments such as engines because they can produce multiple
image projections simultaneously. This simplifies the difficulty
of testing remarkably, and also greatly reduces the experimental
equipment costs. Nevertheless, fiber attenuation will inevitably
affect the imaging performance. There are numerous sources of
attenuation, including absorption attenuation, scattering atten-
uation, and microbending attenuation. The most important of
these sources is the attenuation caused by the absorption of fiber
impurities. Impurities in the fiber material, such as hydroxide
ions and transition metal ions, have a strong ability to absorb
light. Therefore, the experimental equipment described above
was also used to investigate the effects of fiber attenuation, as
illustrated in Fig. 2(c).

The correspondence coefficient between the unit camera gray
value and the number of photons received, η, can be calibrated
using a standard tungsten filament lamp (63355, Newport) after
adjusting it to the proper orientation and power. The value of η
is approximately 6.3× 10−17 for the CCD settings in our exper-
iments. The calibration method and details of the equipment
can be found in our previous study [37].

4. CALIBRATION RESULTS

Figures 3(a) and 3(b) show the responses of all the pixels of the
camera without the lenses and fibers. Overall, the response of
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Fig. 3. (a) 3D and (b) 2D views of the camera heterogeneity
response; (c) the nonuniformity curve between the pixels for the differ-
ent responses; and (d) the corrected camera response line, the nonlinear
response curve, and the fitting line.

the pixels is not uniform. To quantify the heterogeneity charac-
teristics, the nonuniformity of the CCD response is defined as
the ratio of the standard deviation of the output signal from each
pixel to the average signal, which is the coefficient of variation in
statistics and has the symbol PRUN, i.e.,

PRUN=
1

S̄

√√√√ 1

x y

x∑
x=1

y∑
y=1

(S(x , y )− S̄)
2
, (6)

where S̄ is the average gray value of all the pixels, and (x , y ) rep-
resents the position of the pixel.

In Fig. 3(c), the PRUN curve shows a downward trend with
increasing light intensity, while the unevenness under low light
conditions still reaches 6%–10%. The average response to the
input light is shown in Fig. 3(d) and can be divided into three
parts: the low-response nonlinear region, the approximately
linear region, and the saturated nonlinear region. However, an
ideal camera should have a linear response, so we want to change
this response into a global linear response, as indicated by the red
line. Wieldwald and Lerche [38] found a similar falloff response
in their image intensifier, where 30% of the output intensity
range of the phosphor screen showed obvious nonlinearity.
According to the approach introduced in Section 3.A, we used
a ninth-order polynomial fit to produce a good fitting curve,
which also confirmed the accuracy of Eq. (5). Therefore, in
previous 3D-CTC experiments, the defects in these test devices
were ignored and the camera was defaulted to have a linear
response.

Figure 4 shows the CCD outputs obtained with use of the lens
and fibers. Figure 4(a) shows multi-lens imaging. Figure 4(b)
shows the sub-images obtained with fiber 4 and lens 4 at dif-
ferent exposure times. The response intensity on these pixels
gradually decreases from the center of the circle outward. There
is also some speckle noise, indicated by the black circles in
Fig. 4(b), which is caused by the different performances of each
single fiber in the same bundle. The horizontal and vertical
intensity distributions of Fig. 4(b) are then drawn in Fig. 5.

Fig. 4. (a) 3D and (b) 2D views of camera heterogeneity response.
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Fig. 5. (top) Longitudinal and (bottom) horizontal intensity
change curves of the lens at 500 µs, 600 µs, and 700 µs [red straight
lines represent L and H, as shown in Fig. 4(b)].

Serious nonuniformity is present because of the influence
of the manufacturing process and the service life of the fiber
bundle, which was mentioned in Section 2. In the 3D-CTC
experiments, projections of the target flame should occupy
as large a number of pixels as possible for better image recon-
struction [39]. As a result, almost all the gray value Im(x , y ) of
the sub-image will be used for reconstruction. Therefore, the
nonuniformity caused by the fibers must be taken into account
here.

In addition, there is also no consistency of performance
between the fiber bundles. To verify this, the responses of all pix-
els at eight different viewing angles were averaged and the results
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Fig. 6. Average responses of different lenses at exposure times of
500µs, 600µs, and 700µs.

are shown in Fig. 6. These results show that the eight fiber bun-
dles did show different performances, while the change trend
remains basically the same for the different exposure times.
Therefore, the different attenuation coefficients of the fibers, ki ,
are independent of exposure time and can be calibrated using
Figs. 4 and 5.

5. QUANTITATIVE CHEMILUMINESCENCE
MEASUREMENT BASED ON CORRECTED
3D-CTC

Figure 7 shows the entire process of quantitative chemilumi-
nescence measurement based on the correction of 3D-CTC. It
can be divided into three steps. The first step is the correction
process described in Section 3. The defects of the 3D-CTC
implementation process are eliminated by correcting the three
coefficients (R(x , y ), γ, ki ). The second step is the calibra-
tion process. The parameter (η, θ ) was calibrated to achieve
the conversion of Im(x , y ) and Ic (x , y ). Finally, quantitative
chemiluminescence measurement results are obtained through
the reconstruction algorithm.

In order to achieve quantitative chemiluminescence intensity
measurement, it is necessary to ensure that the original data col-
lected by the 3D-CTC technology is reliable. Currently, various
correction methods including the look-up table (LUT) method
[40], the radiant response matrix (RRM) method [36], the two-
point multi-segment linear approximation method [41], and
the photoelectric response nonuniformity correction method
[42], have been developed. The LUT and RRM methods are

Fig. 7. Schematic diagram of quantitative chemiluminescence
measurement.

used here because of their simple and high-precision correction
effects.

Nonuniformity correction is dependent on establishment
of the radiation response matrix using the RRM method. This
method treats each pixel as an element in a matrix and then
corrects each pixel individually. Finally, all the correction coef-
ficients are formed into an unevenness correction matrix, i.e.,
R(x , y ), in Eq. (2).

The LUT method is used to perform nonlinear correction.
Because there are no theoretical data to be used, the actual
response curve is measured experimentally and is then corrected
to be linear. The specific process is divided into two steps: cali-
bration and compensation. First, the nonlinear response, such
as the black square points shown in Fig. 4(d), can be obtained
in the calibration process by varying the exposure time. Second,
compensation was performed to achieve an ideal straight line
response, i.e., the red circles in Fig. 4(d). The output signal value
that corresponds to each gray value is then determined from this
straight line and a database can thus be established. During the
correction process, the LUT method is used to transfer the gray
value (Im(x , y )) to the output value. The scale factor between
these two values is the nonlinear coefficient, i.e.,γ , in Eq. (2).

6. ESTIMATIONS OF EXPERIMENTS AND
SIMULATIONS

A. Experimental Results and Analysis

To evaluate the proposed correction method, an experiment
was performed using a flat flame. A CH4/air premixed burner
was used to generate a very stable and flat laminar flame with
a diameter of 42 mm. Figure 8(a) shows a photograph of this
flame, which is quite uniform. The fiber-based 3D-CTC
system described in Section 2 was then used to capture pro-
jection images from eight perspectives. The reconstruction
target volume is 7× 7× 7 cm3, and this volume is discretized
into 100× 100× 100 matter elements using the algebraic
reconstruction technique (ART) algorithm for reconstruction.

Reconstruction results were realized with and without correc-
tion and these results are shown in Fig. 8. It is well known that
the edge phenomenon caused by ART algorithms is widespread,
but it has little effect on the observation of experimental phe-
nomena. Figure 8 shows two obvious features. First, the result
with correction is more rounded than the result without cor-
rection. Second, the circular flame is highly uniform with
correction. Also use Eq. (6) to compare the uniformity before
and after correction. In order to avoid the influence of the intro-
duction of the edge area during calculation, the unevenness
calculation is affected. The PRUN value is calculated in the
flame center area. The unevenness without correction is 6.5%
and the unevenness after correction is 1.8%, which shows that
the correction effect is obvious. In addition, artifacts have been
enhanced with correction. It is because the use of the ART algo-
rithm tends to cause artifacts, and this is difficult to eliminate. In
the correction process, according to the correction curve, there is
a gain effect on the edge area with a small gray value, which also
causes the artifacts to be amplified.

The flame emission intensities along the vertical and hori-
zontal directions were also extracted and are shown in Fig. 9.
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Fig. 8. (a) Photograph of a flame taken using a digital camera, where
(b) shows the vertical slice reconstruction without correction, and
(c) shows the vertical slice with correction.

These images indicate the great advance in the current CTC
method. First, to the best of our knowledge, this is the first time
that the 3D chemiluminescence distribution has been obtained
quantitatively with high spatial resolution. This can be used to
provide an important method for engine monitoring [43,44]
and can also be used to verify numerical simulations of combus-
tion [45]. Next, the reconstructed result with correction exhibits
a much smoother flame luminous intensity, which is closer to
the theoretical situation than the result without correction. This
indicates that this method can capture the details of the flame
structure without distortion.

B. Simulation and Analysis

To evaluate the influence of the correction coefficient on the
reconstruction, a cube phantom with uniform illumination was
used to simulate the correction and reconstruction process. The
cube dimensions were 5 cm× 5 cm× 5 cm, while the recon-
struction area and the mesh numbers were the same as those used
in the experiments. The three correction coefficients R(x , y ),
γ , and ki were coupled as a whole, i.e., using f as expressed in
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Fig. 9. Top: horizontal intensity curve of reconstruction. Bottom:
vertical intensity curve of reconstruction.

Eq. (7) below. Furthermore, E is a variable and change in E
causes the projected gray value to pass through three regions. In
addition, Im and Ic can be obtained from E using Eq. (8):

f = ki ∗ R (x , y ) ∗ γ, (7)

η×
Im

f
= E . (8)

Figure 10(a) shows a schematic diagram of the simulated
cube. During the simulation, the normalized emission intensity
of the voxel, E0, increases linearly and causes the pixel response
to pass through the low-response nonlinear region, the approx-
imately linear region, and the saturated nonlinear region, as
shown in Fig. 10(b). Im can be obtained using projections when
setting f = 1, while Ic can be obtained via projections using the
correction coefficients R(x , y ), γ , and ki . It should be noted
that the calibration coefficients η and θ are written into the
reconstruction program to compute both Im and Ic . Finally, Ic

and Im are used as the input data for the 3D reconstruction.
Figures 11(b)–11(d) show the typical reconstruction results

for one slice corresponding to the low-response nonlinear
region, the approximately linear region, and the saturated non-
linear region, respectively. The results of the reconstruction with
correction are quite smooth and are closer to the input value
than the results without correction. In addition, the reconstruc-
tion result without correction, named E m, is rough and the
surface contains large and small protrusions along with pits.
Therefore, after the addition of the three types of correction,
some of the unevenness phenomena described above are better
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Fig. 10. (a) Schematic diagram of simulated cube. (b) Average light
curve.

Fig. 11. (a) Left is a phantom image and right is the uniform lumi-
nous intensity distribution of a layer of the phantom. (b)–(d) Intensity
(mole-photons/s) distributions of the cube slice. Left: without cor-
rection (E m); right: with correction (E c ). (b)–(d) correspond to
the simulated phantom in the low-response nonlinear region, the
approximately linear region, and the saturated nonlinear region,
respectively, and the reconstruction results are obtained from the
luminous intensity at three points in Fig. 10(b).

resolved. This shows that the correction effect of the proposed
procedure is quite considerable.

As a further demonstration of the effect of parameter f on
reconstruction targets with different emission intensities, the
error is also defined here. This error is the difference between the
reconstructed voxel intensity and E , which is recorded as Er _m
and Er _c :
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Fig. 12. Curves for Er _m and Er _c .

Er _m = Average

(
Em
(
x ′, y ′, z′

)
E (x ′, y ′, z′)

)

Er _c = Average

(
E c
(
x ′, y ′, z′

)
E (x ′, y ′, z′)

)
. (9)

As shown in Fig. 12, the error of the reconstructed intensity
without correction initially decreases and then increases along
the voxel normalized intensity (E0). The correction in the center
linear region has less of an impact on the reconstruction process,
and the nonlinear regions at the ends show a significant increase
in the error. The maximum error exceeds 50% for small E0,
which means that the previous 3D-CTC method distorted
flame structures with low luminous intensities. In contrast, the
reconstruction error with correction has changed slightly for all
values of E0.

The reconstruction error has dropped significantly with
correction, but small deviations still exist. Therefore, in the
study of quantitative chemiluminescence intensity, the fiber
bundle with less difference between each fiber and the more
linear CCD should be selected as much as possible. In addition
to this, the calibration process described in this paper is very
important. Especially when the luminous intensity of the target
object is weak or too strong, otherwise the experimental results
will deviate far from the true value.

So far, we have verified the effectiveness of the correction
method and quantitative chemiluminescence analysis method
adopted in this paper in a uniform flow field through experi-
ments and simulations. In previous studies, the application of
3D-CTC in complex flow fields has been realized. It is worth
noting that the calibration and correction methods adopted in
this paper are directed to the imaging system and are not limited
to the flame itself. Therefore, the quantitative chemilumines-
cence method described in the paper is expected to be applied to
complex flow fields.

7. CONCLUSIONS

Quantitative 3D-CTC was achieved for the first time via careful
calibration of the imaging-related coefficients. Correction coef-
ficients, including the nonuniformity coefficient of the imaging
system, R(x , y ), the nonlinear coefficient of the pixel under
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different illumination conditions, γ , and the different atten-
uation coefficients of the fibers, ki , were measured accurately
using a blackbody and an LED backlight board. The calibration
coefficient, η, which represents the relationship between the
unit camera gray value and the number of received photons,
was calibrated using a standard tungsten lamp. The corrected
gray value Im/f could then be used instead of the original gray
value for the reconstruction. A quantitative chemiluminescence
distribution was thus obtained without changing the 3D-CTC
system.

A CH4/air flat flame experiment was performed to evaluate
the proposed correction method. The reconstructed result with
correction was highly uniform and was closer to the theoretical
situation than the result without correction. This means that the
proposed method can overcome the artificial distortion caused
by uncorrected reconstruction. A cube phantom with uniform
illumination was then used to simulate the effect of the correc-
tion. The results show that the reconstruction error without
correction initially decreases and then increases along with the
emission intensity of the voxel. The maximum error exceeds
50% in the low-response nonlinear region, while the recon-
struction error with correction changed slightly for all emission
intensities. These improvements may provide 3D-CTC with
an accurate measurement ability for engine monitoring and for
verification of numerical simulations of combustion.
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