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Supercritical GN2/GH2 jet modeled by the ECS method 
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School of Engineering Science, University of Chinese Academy of Science, Beijing 100049, China 

In the framework of large eddy simulation, a supercritical GN2/GH2 jet has been modeled 

by using the ECS method, whose accuracy has been verified for a binary N2/H2 mixture against 

the standard data. A hydrid pressure/density solver is developed to model the high-speed flow 

caused by the sudden volume expansion of a heated flow in case of the stiff phase-change 

phenomenon. Grid convergence study was conducted for mesh resolutions from 9.6 to 20.02 

million cells. In comparison with the experimental data, the current prediction overpredicts 

the potential core of the nitrogen jet, while agrees better in the fully mixing region. A waist-

like region can be identified as a relatively higher density overlaid on a lower density region, 

which is observed to be not an instantaneous phenomenon. A mushroom-cap region is formed 

when the thermal expansion rate of nitrogen jet has a sudden increase due to the breakup of 

the jet potential core. The drastic expansion obviously increases transverse velocity, which 

causes an obvious increase in the width of the jet flow. The streamlines indicate that the flow 

turns transversely at the location corresponding to the sudden expansion region, and it is the 

backflow causes the shrinking waist-like region. 

Nomenclature 

P = pressure 

ρ = density 

T = temperature 

ui = velocity in xi direction 

ij = viscous stress tensor 

H = enthalpy 

Yα                     =    mass fraction of species α 

Dα = equivalent mass diffusion coefficient 

xα              =    mole fraction of species α 

DT             =    thermal diffusivity 

ΨT                    =    turbulent enthalpy flux  

Ψα                    =    turbulent species diffusion 

Cp = pressure coefficient 

ν                =   viscosity 

D = diameter  

S = strain rate tensor 

Q = Q-criterion 

Prt                =    turbulent Prandtl number 

Sct             =    turbulent Schmidt number 

 

t                =    time 

x, y, z = Cartesian coordinates 

 

Superscripts 

— = cell average 
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~ = Favre average 

sgs = subgrid-scale 

I. Introduction 

he thermodynamic and transport properties, such as density, enthalpy, and viscosity of trans- or supercritical 

fluids differ significantly with those at subcritical states and can have important impacts on the flow and heat 

transfer, which then often leads to a series of abnormal phenomena. In the early studies, heat transfer 

enhancement or deterioration has been frequently observed under supercritical pressures due to the variable property 

effect, buoyancy effect, and thermal-induced acceleration effect [1]. Supercritical flow instabilities [2-7] is another 

critical problem that has been investigated by many researchers. The instability of flow and heat transfer often occurs 

in cooling equipment with two phases or supercritical states. It is generally believed that the acute variation of density 

near the pseudo-critical temperature is one of the main factors leading to flow instabilities [7]. 

The phase change is a dynamic equilibrium process relating to remarkable pressure variation if the volume is 

constrained, e.g., in a tube or chamber. For example, the high-pressure cryogenic liquid commonly used in rocket 

engines can expand dramatically in the combustion chamber due to the receiving of extremely high heat flux. Under 

such circumstances, a stiff phase-change phenomenon will occur if the time for phase change is extremely short. The 

acute phase change, usually due to severely heated evaporation/expansion, is often exhibited as weakly compressible 

flows with dramatic property change. The low-speed expansion can always be safely approximated as an isobaric 

process, which however cannot be assumed when the Mach number driven by the expansion exceeds 0.3. In nearly 

quiescent flows, a severe phase change can even produce a local supersonic phenomenon, which would further 

produce local lower pressure and affect the phase change process. 

The difficulties in the measurement of flow fields at supercritical pressure result in a poor understanding in the 

fluid mechanics of supercritical flows [8], making the use of computational fluid dynamics (CFD) attractive for the 

complementary analysis of supercritical flows. 

However, it must be admitted that accurate modeling of supercritical flows is also technically challengeable due 

to the phase-change stiffness and extremely high Reynolds number caused by the drastic changes in properties 

(especially the density), as well as the strong coupling between the fluids at different phase states. Special attention 

should be paid in the modeling of stiff phase-change phenomenon on the following aspects, 1) real-gas effect, 2) 

adaptative time step and grid sizes, 3) numerical schemes with good robustness and low dissipation, and 4) 

compressible turbulence-related models, and  

Cubic equations of state (EoSs) has been widely used to describe the real-gas effect due to their simplicity. For 

example, Peng-Robinson (PR) [9,10] and Soave-Redlich-Kwong (SRK) [9] equation of state were used to simulate 

supercritical fluid injection. Although with the advantage of high computational efficiency, the cubic EoSs are 

inaccurate under certain conditions, such as vapor-liquid equilibria or near-critical regions [11]. Oefelein [12] pointed 

out that the SRK equation performs better at low temperatures, while the PR equation is more suitable in reacting 

flows involving heat release. Bonelli et al. [13] simulated a highly unexpanded hydrogen jet under the supercritical 

condition and showed that evident differences exist for the predictions of the jet structures given by the ideal gas law, 

the Van-Der-Waals equation, and the Redlich-Kwong equation.  

An accurate description of the nonlinear thermodynamic properties is the key to simulate the phase-change flow 

process. According to the fact that the state curves of different fluids are similar, one feasible method to acquire an 

unknown state is through the state variable scaling and similarity transformations based on the known state, i.e., the 

principle of Extended Corresponding States (ECS) [14,15]. Compared with the cubic EoSs, the ECS method can 

predict the thermodynamic nonidealities and transport anomalies over a wide range of states. Previous studies [16,17] 

have shown that the ECS method can accurately and economically describe the properties of a supercritical fluid. 

II. Physical models and numerical methods 

A. Experimental case 

In the present study, large eddy simulation (LES) coupled with the ECS method is used to simulate the realistic 

pressure-temperature-density behavior of coaxial liquid nitrogen and preheated gaseous hydrogen (LN2/GH2) 

injection at supercritical pressures. The schematic of the computational domain is shown in Figure 1.  In order to 

reproduce the experiment result of Oschwald et al. [18] and the numerical result of Müller et al. [10]. Cryogenic 

nitrogen is injected through the inner tube of a coaxial injector into a tank filled with nitrogen at supercritical pressure 

T 
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and ambient temperature, while hydrogen is injected through an annulus. The diameter of the nitrogen injector is 2.4 

mm, and the annulus width of the hydrogen injector is 0.5 mm. The initial temperature of supercritical nitrogen is 

158.8 K, and the hydrogen has been preheated to 270 K. Both of them are injected at a pressure of 4 MPa. The initial 

velocities are 5 m/s and 60 m/s respectively for the nitrogen and hydrogen jets. The tank filled with nitrogen maintained 

at 4 MPa and 300 K through replenishing preheated nitrogen continuously. The nitrogen density at the injector exit is 

150.7 kg/s, which is much higher than the hydrogen density of 3.5 kg/s. Accordingly, the designed momentum ratio 

of nitrogen-to-hydrogen is 3.34. Note the critical point for nitrogen is 126.21 K and 3.39 MPa, while 32.938 K and 

1.2858 MPa for hydrogen, thus both the nitrogen and hydrogen jets is injected at the supercritical status and will be 

maintained at due to the fact that the tank pressure is well above their critical pressures. The case is indeed a mixing 

problem between twin supercritical streams.  

 

Figure 1. Schematic of the computational domain  

B. Governing equations 

The unsteady and three-dimensional Favre-averaged compressible Navier-Stokes equations (NSE) are solved for 

a set of conservative variables (�̅�, �̃�i, 𝐻t, �̃�α), 

  

                                                                                   
𝜕�̅�

𝜕𝑡
+
𝜕�̅�𝑢𝑗

𝜕𝑥𝑗
= 0 (1) 

                                                                    
𝜕�̅�𝑢𝑖

𝜕𝑡
+
𝜕�̅�𝑢𝑗𝑢𝑖

𝜕𝑥𝑗
+

𝜕�̅�

𝜕𝑥𝑖
−
𝜕�̃�𝑖𝑗

𝜕𝑥𝑗
= −

𝜕𝜏𝑖𝑗
 

𝜕𝑥𝑗
 (2) 

                                         
𝜕�̅��̃�𝑡

𝜕𝑡
+
𝜕�̅�𝑢𝑗�̃�𝑡

𝜕𝑥𝑗
−

𝜕

𝜕𝑥𝑗
(�̅�𝐷𝑇

𝜕�̃�𝑡

𝜕𝑥𝑗
+∑ �̅�𝐷𝛼

𝜕�̃�𝛼

𝜕𝑥𝑗
𝐻𝛼

𝐿
𝛼=1 ) −

𝜕�̅�

𝜕𝑡
−
𝜕𝑢𝑗�̃�𝑖𝑗

𝜕𝑥𝑗
= −

𝜕Ψ𝑇,𝑗

𝜕𝑥𝑗
 (3) 

                                                                
𝜕�̅��̃�𝛼

𝜕𝑡
+
𝜕�̅�𝑢𝑗�̃�𝛼

𝜕𝑥𝑗
−

𝜕

𝜕𝑥𝑗
(�̅�𝐷𝛼

𝜕�̃�𝛼

𝜕𝑥𝑗
) = −

𝜕Ψ𝛼,𝑗
 

𝜕𝑥𝑗
 (4) 

                                                                                       �̅� = �̅�𝑅�̃� (5) 

                                                               �̃�𝑡 = �̃� +
1

2
�̃�𝑖�̃�𝑖 = �̃�

0 + ∫ 𝐶𝑝𝑑𝑇
𝑇

0
+
1

2
�̃�𝑖�̃�𝑖 (6) 

 

Here the bar “-” and the tilde “~” represent averaged and Favre-averaged quantities respectively, t denotes the time, 

𝑥𝑖  is the Cartesian coordinate in direction i, �̅� is the density, �̃�i is the velocity component in 𝑥𝑖  direction (spatial 

dimension i = 1, 2, 3), �̅� is the pressure, �̃�𝑖𝑗 is the viscous stress tensor, 𝐻𝑡 = 𝐻 + 0.5�̃�𝑖
2 is the total absolute enthalpy 

obtained as the sum of the absolute enthalpy �̃� and the resolved kinetic energy, the absolute enthalpy 𝐻 is calculated 

as the sum of the formation enthalpy 𝐻0 at standard reference state and the sensible enthalpy change from the reference 

temperature to T, �̃�𝛼  is the mass fraction of species 𝛼 (𝛼 = 1 , ..., L, with L the total species number), the specific heat 

𝐶𝑝  is a function of species concentrations and temperature, �̅�𝛼  is the averaged mass production rate of chemical 

species 𝛼  in the unit of 𝑘𝑔 ∙ 𝑚−3 ∙ 𝑠−1 , 𝐷𝛼  is mixture-averaged mass diffusivity of species 𝛼 , 𝐷𝑇  is the thermal 

diffusivity, �̃�  is the temperature, 𝑅 = 𝑅𝑢 𝑊⁄  is the gas constant,
 
𝑅𝑢 = 8.314 𝐽 ∙ 𝑚𝑜𝑙

−1 ∙ 𝐾−1  is the universal gas 

constant, 𝑊 = (∑ 𝑌𝛼 𝑊𝛼⁄𝐿
𝛼=1 )−1  is the molar weight of the multicomponent mixture. According to the Stokes’s 

hypothesis which ignoring the bulk viscosity, the shear-stress tensor for a Newtonian fluid is calculated as: 
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                                                                      �̃�𝑖𝑗 = �̅�𝜈(�̃�) (2�̃�𝑖𝑗 −
2

3
𝛿𝑖𝑗�̃�𝑘𝑘) (7) 

 

where 𝜈 is a temperature-dependent kinetic viscosity and the rate-of-strain tensor of the resolved scales is calculated 

as: 

                                                                            �̃�𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
) (8) 

 

The thermodiffusion (Soret effect), barodiffusion and mass-driven diffusion of heat (Dufour effect) are ignored in Eqs. 

(3)-(4). 

The turbulent Reynolds stresses (𝜏𝑖𝑗
 ) and turbulent fluxes (Ψ𝑇,𝑗 and Ψ𝛼,𝑗

 ) in Eqs. (1)~(6) are unclosed and both 

require specific modeling. The Reynolds stress, defined as  𝜏𝑖𝑗
 = �̅�(𝑢𝑖𝑢𝑗̃ − �̃�𝑖�̃�𝑗), is modeled by the Boussinesq eddy 

viscosity hypothesis, where the Reynolds stresses are also taken to be proportional to �̃�𝑖𝑗 ,  

 

                                              𝜏𝑖𝑗
 = (𝜏𝑖𝑗

 −
1

3
𝛿𝑖𝑗𝜏𝑘𝑘

 )⏟          
𝑑𝑒𝑣𝑖𝑎𝑡𝑜𝑟𝑖𝑐

+
1

3
𝛿𝑖𝑗𝜏𝑘𝑘

 
⏟    
𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐

= −�̅�𝜈𝑡 (2�̃�𝑖𝑗 −
2

3
𝛿𝑖𝑗�̃�𝑘𝑘) +

2

3
𝛿𝑖𝑗�̅�𝑘𝑡 (9) 

 

Here 𝜈𝑡 is the eddy viscosity given by the specified turbulence model, 𝑘𝑡
 
is the unresolved turbulent kinetic energy. 

Because 𝜏𝑘𝑘
 = 𝛾𝑀𝑎𝑡

2�̅�, with 𝛾 specific heat ratio, Ma𝑡 unresolved Mach number and �̅� filtered pressure, the isotropic 

term in Eq (9) is expected to be small for weakly compressible flows and can be safely neglected when the turbulent 

Mach number of the flow is small. 

The turbulent enthalpy flux term Ψ𝑇,𝑗 = �̅�(𝑢𝑗𝐻�̃� − �̃�𝑗𝐻𝑡) is modeled by the gradient diffusion assumption as 

 

                                                                               Ψ𝑇,𝑗 = −2�̅�
𝜈𝑡

𝑃𝑟𝑡

𝜕�̃�𝑡

𝜕𝑥𝑗
 (10) 

 

where 𝑃𝑟𝑡  is the turbulent Prandtl number. The turbulent species diffusion term Ψ𝛼,𝑗
 = �̅�(𝑢𝑗𝑌�̃� − �̃�𝑗�̃�𝛼)  is also 

modeled using the gradient diffusion assumption as 

 

                                                                  Ψ𝛼,𝑗
 = −2�̅�

𝜈𝑡

𝑆𝑐𝑡

𝜕�̃�𝛼

𝜕𝑥𝑗
  (11) 

 

where 𝑆𝑐𝑡 is the turbulent Schmidt number. Unity 𝑃𝑟𝑡  and  𝑆𝑐𝑡 are used in this study. 

 

C. Property modeling 

Figure 2 compares the density 𝜌, specific heat Cp, enthalpy h, and viscosity 𝜇 predicted by ECS and PR-EOS in  

comparison to the reference data from NIST [1]. The properties were calculated under constant pressure p=4 MPa for 

T=100 K, 120 K and 140 K respectively. The agreements are in general good for both ECS and PR-EOS, however, 

the ECS method provides better agreements for the density predictions. The ECS method well predict the density 

under all the three temperatures, while the PR-EOS model overpredicts the density at higher N2 concentration for 100 

K. The two peaks in the specific heat predictions correspond to the liquid-vapor equilibrium status, where slightly 

larger discrepancies occur for both the predictions of density and specific heat. For the cold nitrogen temperature of 

158.8 K examined in this study, the gas is in supercritical status with only the vapor phase need to be considered in 

the modeling. The current ECS method shows a good capability to describe the gas status and phase properties. 
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(a) (b)  

(c)  

 

Figure 2. Verification of the real-gas thermodynamics model for a binary N2/H2 mixture at p=4 MPa 

 

D. Turbulence model 

To better capture the non-equilibrium kinetic energy transfer in the jet shear layer under high thermal expansion, 

the dynamic subgrid kinetic energy model (DKEM) [2] is used to model the subgrid-scale (SGS) turbulence effect. 

DKEM is developed by parameterizing the one-equation turbulent kinetic energy model [3, 4] using the resolved 

velocity scales.  Through accounting for the non-local, historical and non-equilibrium transfer of the turbulence kinetic 

energy defined as 𝑘𝑡 = 0.5(𝑢𝑘
2̅̅ ̅ − �̅�𝑘

2), between the grid-filter scale and the smaller subgrid dissipation scales,  it is 

shown that [5-8] the one-equation model has advantages in modeling non-equilibrium turbulent dissipation and 

capturing fine-level fluctuation properties compared to some algebraic models (e.g., Smagorinsky model [9]). The 

following governing equations are employed, 

 

 
𝜕�̅�𝑘𝑡

𝜕𝑡
+
𝜕�̅�𝑢𝑗𝑘𝑡

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
[�̅� (

𝜈𝑡

𝑃𝑟𝑡
+

𝜈

𝑃𝑟
)
𝜕𝑘𝑡

𝜕𝑥𝑗
] − 𝜏𝑖𝑗

𝑠𝑔𝑠 𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝐶𝜀

�̅�(𝑘𝑡)
3/2

Δ
̅̅ ̅   (12) 

 𝜈𝑡 = 𝐶𝜈Δ̅√𝑘𝑡  (13)  

where Cε and Cν are model coefficients that will be determined dynamically [10, 11], and ∆̅ is the SGS filter width 

equal to the local grid dimension V1/3 with V the cell volume, and laminar Prandtl number Pr=1. The dynamic 

determination of the model coefficients is based on the hypothesis that there is a significant correlation between the 

subgrid-scale stress τij and the subtest-scale Leonard stress Lij [12]. 

                    

E. Solver and numerical methods 

The governing equations are solved by an in-house developed finite-volume compressible LES solver AstroFoam, 

which is extended from the standard compressible solver rhoCentrolFoam distributed with the open-source CFD 

package OpenFOAM V3.0.1 [13] mainly by adding the modules of species transportation and chemical reaction with 

realistic thermodynamics and transport properties. The nonlinear inviscid convective fluxes are evaluated by using a 

second-order semi-discrete central Kurganov-Tadmor (KT) scheme [14]. A third-order spatial accuracy in 
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reconstructing primitive convective fluxes at faces is achieved by the scale-selective discretization (SSD) scheme [15]. 

Temporal integration is advanced by the second-order Crank-Nicholson scheme [16]. The accuracy of AstroFoam has 

been extensively validated for various supersonic frozen flows [8, 17-23] and supersonic combustions [24-31]. 

In this study, the AstroFoam has been extended to model subsonic flows based on a hybrid method to solve and 

operate for a wide range of flow conditions. The original AstroFoam is a density-based solver suitable for high-speed 

compressible flows. In some cases, there is a large extent of subsonic flow coexists in the same domain. A pressure-

based solver is added for low-speed incompressible flows. The pressure-based and density-based solvers are highly 

coupled through a threshold value, varying which from 0 to 1 will change the flow solver from the pressure-based to 

the density-based solver. The main difference between the pressure-based and the density-based algorithms lies in the 

calculation method of the inviscid flux, which is evaluated by the Kurganov-Tadmor (KT) scheme [14] in the density 

solver while the second-order central scheme in the skew-symmetric form [32] in the pressure-based solver. In the 

subsequent procedure, the pressure field is obtained based on gas law from the density field in the density-based solver 

while by solving a continuity-momentum coupled Poisson equation in the pressure-based solver. The time step is 

determined from the inviscid flux based on a maximum CFL (Courant) number, implying that the time step is mostly 

constrained by the density-based solver since its time step is much smaller than that in the pressure-based solver. The 

domain is firstly divided into several zones, within which the local maximum Mach number is calculated. A local 

maximum Mach number exceeding 0.3 will tune the solver into a density-based solver, whereas a pressure-based 

solver. The hybrid pressure/density is developed to model the high-speed flow caused by the sudden volume expansion 

of a heated flow, in case of the stiff phase-change phenomenon. 

Multi-block mesh with axisymmetric (O-grid) pattern is used to mesh the whole domain, as shown in Figure 3. 

The mesh is clustered along the jet shear layer and the jet base to better capture the flow structures, while the coarser 

mesh is used in the far fields to reduce the computational cost as well as to avoid wave reflections. In order to examine 

the grid convergence, three different levels of mesh resolutions respectively with 9.6 M, 13.25 M, 15.85 M, and 20.02 

M cells are investigated. The meshing details are summarized in Table 1. From the coarsest to the finest meshes, cell 

size in the streamwise direction reduces from 0.03 mm to 0.008 mm, while the radial cell size near the jet axis also 

reduces from 0.01 mm to 0.008 mm. 

 

Table 1. Summary of the mesh configurations 

Grid resolution 
Total grid number 

Streamwise (Δmin/mm) Radial (Δmin/mm) 

0.03 0.01 9.60 Million 

0.02 0.01 13.25 Million 

0.01 0.008 15.85 Million 

0.008 0.008 20.02 Million 

 The boundary conditions are configured to mimic the experimental conditions. The nitrogen and hydrogen jets 

are surrounded by ambient air, thus the open boundary condition is applied for the base, lateral and outlet sides, where 

a fixed chamber pressure of 4 MPa is specified and the velocity is determined by specifying a zero-gradient condition 

for outflow and constraining the inflow flux to satisfy the local mass conservation. During the modeling, the chamber 

pressure is maintained around 4 MPa, and the nitrogen replenished from the ambient with a temperature of 300 K 

sustains the chamber temperature to be a nearly constant 300 K.  

The parallel computations are performed at the national supercomputer center in Tianjin (TH-1) using 112 CPU 

cores (Intel(R) Xeon(R) CPU E5-2690v4 with the base frequency of 2.60GHz). The time step is limited both by a 

maximum Courant number of 0.3 and a user-specified maximum time step of 2×10−8 s. The flush through time (FTT) 

defined based on the length of the combustor flow-path length (0.1 m) and the inlet flow speed of the hydrogen jet (60 

m/s) is 1. 67 × 10−3 𝑠,  and at least 3 FTTs (≈5 ms) are ensured for a meaningful data sampling and statistics. 
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(a)                                                                         （b） 

Figure 3. Computational grid: (a) view of streamwise; (b) partially enlarged view at the inlet 

III. Results and discussion 

Figure 4 (a) shows the mean density predictions along the centerline by the four different mesh sets with 9.6 

million, 13.25 million, 15.85 million and 20.02 million cells. The small discrepancies between the results given by 

different meshes indicate that gird dependence has been achieved. Figure 4 (b) shows the relative error calculated 

from the absolute deviations from the finest result as|ρ − ρ2.02|/ρ2.02.  As the mesh is refined from 9.6 M to 15.85 M, 

the mean relative error reduces from 1.38%, 1.24 to 1.16%, indicating the trend of grid convergence.  In the following 

analysis, the finest mesh with 20.02 M cells is used since more flow details have been directly resolved in the LES 

framework. 

 
(a)                                                                                   (b) 

Figure 4. (a) Axial density predictions and (b) relative errors under 4 mesh resolutions 

A comparison of the LES results with the experimental measurements for the averaged hydrogen and nitrogen 

density on the jet centerline is shown in Figure 5. The experimental data for the nitrogen density exhibit a plateau 

before the breakup of the jet potential core, indicating that the length of the cryogenic potential core is around 2D (0 

< Z ∕D <2). This jet potential core, however, has been doubly overpredicted to be 4D in the current modeling. And 

after being thoroughly mixed in the downstream since Z/D=6, the fluid density approaches a stable value. The 

prediction agrees better in the fully mixing region. Since the jet breakup is largely influenced by the vast density 

variation caused by thermal expansion in the examined case, an improvement in the heat transfer model including 

real-gas effect should be able to produce smaller discrepancy. 
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(a) ( b)  

 

Figure 5. Axial variations of (a) nitrogen density and (b) hydrogen density 

Figure 6 shows the instantaneous distributions of hydrogen and nitrogen on the centerplane. The hydrogen jet 

disperses quickly within an axial distance of 2D if defining the potential core by mass fraction higher than 0.9. The 

main core of the nitrogen jet persists until around Z=6D, before which the mixing between the hydrogen and the 

nitrogen is dominated by the small eddies arisen from the shear stress. After Z=6D and within a short axial distance 

of 2D, the nitrogen jet breaks up into discrete “droplet-shape” regions, which then quickly vanished. After Z=8D, the 

hydrogen and nitrogen streams visually mixed completely. From the distribution of both nitrogen and hydrogen 

concentrations, the width of the mixing plume reaches its maximum at Z=8D, and then decrease almost linearly with 

the axial distance until Z=17D, where a narrow waist-like region can be observed in the mixing plume. 

Figures 7 and 8 show the instantaneous temperature and density contours on the centerplane. The nitrogen jet 

with low temperature is surrounded by a warm mixing layer and is gradually heated from the core temperature of 

158.8 K to the ambient temperature of 300 K. The width of cold nitrogen jet shrinks due to the thermal “erosion” of 

the warm hydrogen coflow, and the final drastic breakup occurs from Z=6-8D. Unlike the species diffusion, the 

thermal diffusion is more obvious for the hydrogen jet, as the outer jet width, delimited for example by 280 K from 

the surrounding ambient nitrogen with 300 K, increases almost linearly until Z=7D. An observable temperature 

difference between the nitrogen stream and the hydrogen stream along the axis exists until Z=12D. The density 

depends on both the temperature and the molecular weight. A slightly thinner nitrogen jet core delimited by the exit 

value of the nitrogen density is observed in comparison with that delimited by a critical temperature of 160 K, 

indicating that the thermal diffusion is faster than the species diffusion and the non-unity Lewis number effect should 

be considered in this case. In the outer edge of the plume, although the temperature difference between the plume and 

the surrounding ambient nitrogen is small, an obvious interface delimited by density between them can be observed. 

From the nitrogen density in Figure 8 (c), the mixing between the hydrogen and the ambient nitrogen is generally 

slow, and a clear interface can be still observed until the chamber outlet at Z=26D. From the hydrogen density 

distribution, the waist-like region can be clearly identified as a relatively higher density overlaid on a lower density 

region. 

Figure 9 shows the instantaneous vortex structures colored by the temperature at a time interval of 1×10-4 s. The 

vortex structures are similar at different times. The time interval corresponds to the period of a lateral oscillation of 

the potential core of the nitrogen jet. As seen, the waist-like region exists in all the sequent images and thus is not an 

instantaneous phenomenon. Based on this waist-like region, the jet flow can be divided into two stages, the 

development jet region before Z=17D and the fully-mixing plume region after that. Fine vortex structures start to fall 

off from the jet body after Z=30D, and few vortex structures can be observed in the resolved scale after Z=42D. The 

jet flow has an increasing temperature from the core to the outer layer. Judging from the consistency of the surface 

temperature, part of those fine vortex structures are broken from the outer layer, while the rest are broken directly 

from the inner layer. 
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(a)  

(b)  

 

Figure 6. Instantaneous mass fraction distribution of (a) hydrogen and (b) nitrogen on the centerplane 

 

 

Figure 7. Instantaneous temperature distribution on the centerplane   
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(a)  

(b)  
 

 

 

Figure 8. Instantaneous contours of (a) density and (b) hydrogen density on the centerplane  

 

Figure 9. Vortex structures represented by iso-surfaces of Q-criterion (the second invariant of the velocity 

gradient tensor, an iso value of 5×106 s-2 is used) colored by temperature with a time interval of 1×10-4 s  
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From the distribution of the density magnitude in Figure 10, the jet boundary can be visually identified. The cold 

nitrogen jet differentiates with the surrounding warm hydrogen jet due to both temperature and molecular weight 

differences, while the warm hydrogen jet differentiates with the surrounding nearly equal-temperature nitrogen gas 

due simply to the molecular weight difference. Thus it can be said that the large density gradient marks the boundaries 

of the nitrogen and hydrogen jets during the initial expanding stage. During the drastic heating process, the width of 

the jet flow expands nearly double, which drives the flow itself to a very high speed temporally. In the modeling, an 

instantaneous flow speed close to the sonic speed can even be observed. Accordingly, the local time step is 

significantly constrained by the maximum CFL number, namely the stiff phase-change phenomenon.  The jet width 

initially expands nearly linearly until around Z=20D, then isobar mixing occurs. Purely heat exchange does not smear 

the large density gradient because of the large difference in the molecular weights of nitrogen and hydrogen. With the 

further proceeding of the mixing process, the hydrogen mixed with the surrounding nitrogen gas and the enveloped 

nitrogen jet, which obscures the plume boundary gradually in the downstream after through a region in the shape of a 

mushroom cap. Such a mushroom cap is more clearly seen in the early jet development as in Figure 10 (a) and then 

evolve into a larger one in the quasi-steady stage. The formation of the mushroom-cap region indicates that the thermal 

expansion rate of nitrogen jet has a sudden increase due to the breakup of the jet potential core. The drastic expansion 

obviously increases transverse velocity, which causes the obvious increase in the width of the jet flow. 

Correspondingly the streamwise flux reduces, thus forming a mushroom-cap region in the downstream plume. Exactly 

the top of the cap corresponds to the location of the waist-like region. After this sudden expansion region, the mixing 

driven by expansion becomes weak as the plume temperature is close to the surrounding gas, and the mixing afterward 

is dominated by turbulent diffusion. 

(a)  

(b)  

Figure 10. Contours of density magnitude in (a) an early jet development state and (b) the quasi-steady stage 

 

From the streamlines in Figure 11 (a), the flow turns transversely at the location corresponding to the sudden 

expansion region at around Z=7D. The flow turning and back subsequently forms a recirculation zone, which then 

induces a more obvious flow turning and back. It is the first flow back causes the waist-like region in Figure 10 (a). 

The second flow turning and back does not leave an imprint on the fields of density magnitude, possibly because the 

fully mixed obscures the jet boundary. In Figure 11 (b), there is mild flow turning towards the transverse direction 

from Z=7D to 17D, after which the flow turns back towards the axis to form the top of the cap region in Figure 10 (b). 

The mild turning and back in Figure 11 (b) does not induce any observable recirculation zone. 
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(a)   

(b)  

Figure 11. Streamlines overlaid on the velocity magnitude field in (a) the early jet development state and (b) 

the quasi-steady stage 

Conclusions 

In this study, a supercritical GN2/GH2 jet has been modeled by using the ECS method in the framework of large 

eddy simulation. The verification of the real-gas thermodynamics properties for a binary N2/H2 mixture at p=4 MPa 

against the standard data shows the accuracy of ECS method is superior to the PR-EOS model. A hydrid 

pressure/density solver is developed to model the high-speed flow caused by the sudden volume expansion of a heated 

flow in case of the stiff phase-change phenomenon. The solver will automatically select the density-based or pressure-

based mode adapting to the local maximum Mach number within the divided zone. Grid convergence study under a 

series of mesh resolutions from 9.6 to 20.02 million cells shows that the current mesh with 20.02 million cells has 

achieved grid independence. In comparison with the experimental data, the current prediction nearly doubly 

overpredicts the potential core of the nitrogen jet, while agrees better in the fully mixing region. The main core of the 

nitrogen jet persists until around Z=6D, before which the mixing between the hydrogen and the nitrogen is dominated 

by the small eddies arisen from the shear stress. After Z=6D and within a short axial distance of 2D, the nitrogen jet 

breaks up into discrete “droplet-shape” regions, which then quickly vanished. The nitrogen jet core measured from 

the density field is thinner than that delimited by a critical temperature, indicating that the thermal diffusion is faster 

than the species diffusion and the non-unity Lewis number effect should be considered in this case. From the hydrogen 

density distribution, the waist-like region can be clearly identified as a relatively higher density overlaid on a lower 

density region. The waist-like region exists in all the sequent evolvement of vortex structures and thus is not an 

instantaneous phenomenon.  

During the drastic heating process, the width of the jet flow expands nearly double, which drives the flow itself 

to a very high speed temporally. In the modeling, an instantaneous flow speed close to the sonic speed can even be 

observed. Accordingly, the local time step is significantly constrained by the maximum CFL number, namely the stiff 

phase-change phenomenon.  A mushroom-cap region is formed when the thermal expansion rate of nitrogen jet has a 
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sudden increase due to the breakup of the jet potential core. The drastic expansion obviously increases transverse 

velocity, which causes an obvious increase in the width of the jet flow. The streamlines indicate that the flow turns 

transversely at the location corresponding to the sudden expansion region, and it is the backflow causes the shrinking 

waist-like region. 
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