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A detonation-driven shock tunnel is useful as a ground test facility for hypersonic flow research. 
Numerical modeling of the shock tunnel is an easy way to extract precise test flow conditions and 
generate predictions of new operating conditions. In this study, a quasi-one-dimensional modeling of 
a detonation-driven shock tunnel is described. The model accounts for the viscous effects within a shock 
tube by adding a source term. The simulations of the particular conditions of the detonation shock tunnel 
are then presented and compared with the experimental results. The simulations provide good estimates 
for both the shock speed and pressure distributions. Detailed information on the gas dynamic processes 
over the full length of the facility is also obtained and discussed. The results also show that the approach 
is valid and ideal for the development of new tunnel operating conditions. It is also an ancillary tool for 
characterization of the reservoir parameters in a shock tube/tunnel, especially for the total temperature 
which are difficult to measure in such facilities.

© 2020 Elsevier Masson SAS. All rights reserved.
1. Introduction

High-enthalpy/high-velocity flows are a field of increasing re-
search interest. This is mainly due to the very complex chemical 
and physical interactions that can involve excitation of internal 
degrees of freedom, chemical reactions, radiation, entropy layers 
(such as those occurring behind curved shocks), and viscous ef-
fects (such as transition, turbulence and flow separation). These 
phenomena and their interactions can have of first order influence 
on the aerothermodynamics of high-speed vehicles.

Besides computational efforts to understand the corresponding 
phenomena, shock tunnels have advantages for simulating these 
kinds of flows [1–4]. In view of enthalpy and pressure require-
ments for the shock tunnels to replicate the hypersonic flow con-
ditions, they must incorporate a high-performance driver. Among 
the existing driving techniques, only a few meet the requirement 
of a high-performance driver. The detonation drivers, which are 
anticipated to become the optimal choice for current supersonic 
research considering the benefit-cost ratio, are capable of simul-
taneously producing high-enthalpy and high-pressure test flows in 
addition to simple operation [5,6]. The detonation driver was first 
proposed by Bird [7] and has since been investigated by many re-
searchers [8–10]. With the success of several crucial techniques, 
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such as spontaneous strong ignition and attenuation of the re-
flected waves, it has been widely used in shock tubes and tunnels 
producing high-enthalpy flows for aerodynamic testing [9,11]. Such 
as in the JF12, currently the largest shock tunnel in the world, 
which is capable of reproducing the pure airflow with a test du-
ration longer than 100 ms [12,13]. Unfortunately, only a few stud-
ies focusing on detonation driven shock tunnels have been con-
ducted using numerical simulations. With the remarkable advances 
in physical modeling and the computing power of computational 
fluid dynamics (CFD), there has been considerable interest in mod-
eling of the shock tunnel driven by detonation, where the CFD 
can provide more detailed information on the test-flow conditions, 
besides being efficient and less costly. In addition, it is also a sim-
ple method for the identification and assessment of new operating 
parameters of the test conditions without risk to the facility and 
hardware, as well as for the validation of new design concepts. As 
it is well established, this is important for a detonation facility op-
erating under the conditions of high temperature, high pressure 
and presence of flammable and explosive gases.

The performance of the shock tube would be affected by many 
factors, like the diaphragm opening effects, driver gas contamina-
tions, shock/boundary layer interaction and tube wall roughness. 
A two or three-dimensional investigation of the shock tube flows 
by solving the unsteady Navier-Stokes equation coupled with the 
heat conduction equation is, of course, a more appropriate method. 
Several researchers have used axisymmetric, two-dimensional sim-
ulations of the unsteady Navier-Stokes equations to investigate the 
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shock tube flows [14–17]. Although these methods give satisfactory 
results in certain aspects, the computer resources and simulation 
time required to account for all important phenomena are high 
even for the simple shock tube cases, not to mention the deto-
nation tubes where complicated chemical reactions occur. Besides, 
this method is also very difficult to estimate the diaphragm open-
ing effect or tube wall dissipation effects on the performance of 
the shock tube. Thus, a quasi-one-dimensional code is more at-
tractive for engineering design due to their lower computational 
requirements.

Several researchers have also developed quasi-one-dimensional 
simulations to generate information about the transient gas dy-
namics in the short-duration high-speed flow test facilities, such as 
shock tubes and shock tunnels [18–21]. In such studies, the sim-
ulated pressures were compared with the experimental measure-
ments, and good agreement was often reported. The well-known 
code is the quasi-one-dimensional Lagrangian L1d solver devel-
oped by P. Jacobs from the University of Queensland [18]. It can 
successfully describe the compression process within a free-piston 
shock tube driver and also in computing the trajectory of the shock 
wave within the shock tube [11–13]. However, the quasi-one-
dimensional simulations suffer from the drawback that it is not 
easy to simultaneously simulate both the correct shock speed in 
the shock tube and the equilibrium conditions after the shock re-
flection. Besides, unlike a free-piston shock tunnel, the detonation-
driven shock tunnels do not have a piston; instead, they involve 
the detonation of the flammable mixtures in the detonation cham-
ber and dissociation of the test gas (air in the present study) in 
the shock tube, which are rather complicated processes. Owens 
and Hanson investigated the attenuation of one-dimensional det-
onation waves and they payed special attention to the influence of 
heat transfer, friction and condensation on the performance of the 
detonation tube. However, the incident shock wave issues were not 
involved in their studies [22,23].

In the present study, a quasi-one-dimensional chemical equilib-
rium flow model was developed to simulate the flow process in 
a detonation shock tube. Viscous effects are incorporated by the 
well-known skin friction correlations for pipe flow. The reference 
temperature is used to correct the effects of the Mach number and 
the difference between the wall temperature. The heat transfer be-
tween the gas and wall is given by the modified Reynolds analogy 
for turbulent flow in pipes. Typical experiments are performed to 
validate the numerical method and good agreements are obtained. 
The unsteady gas dynamic processes over the full length of the fa-
cility are also discussed in detail.

2. Numerical modeling

2.1. Facility specification

This paper concerns the modeling and simulation of a particu-
lar facility, namely the JFX shock tunnel located in the State Key 
Laboratory of High Temperature Gas Dynamics (LHD), Institute of 
Mechanics, and Chinese Academy of Sciences (CAS). The facility 
consists of a dump section, a driver section, and a driven section, 
as shown in Fig. 1. The length of the driver and driven sections is 
6.6 and 6.9 m, respectively and both have an inner diameter of 126 
mm. The dump section, with an inner diameter of 345 mm, is only 
used in the backward detonation driving mode to decrease the re-
flected shock pressure, which may damage the facility. The nozzle 
and test sections are not considered in the present study.

For the JFX shock tunnel, several common operation cases, 
shown in Table 1, are usually used by different modes of operation. 
Different experimental conditions represent the different capaci-
ties to replicate the JFX shock tunnel. The backward and forward 
Fig. 1. Schematic diagram of the JFX detonation-driven shock tube.

Table 1
Typical operation state of JFX shock tunnel.

Case 1 2 3 4

Driving mode Backward Forward
Driving section Mixing ratio 

H2: O2: N2

2:1:1 2:1:1 4:1 2:1:1

Pressure (MPa) 1.5 1.2 1.5 1.2
Driven section Gas Air

Pressure (KPa) 13 10 7 10
Total enthalpy (MJ/kg) 6.8 6.6 12 13.5

detonation-driven systems basically depend on the different igni-
tion positions in the driving section. The ignition position of the 
backward mode is located near the main diaphragm, while the 
forward detonation mode is initiated at the end of the driving sec-
tion. Compared with the backward detonation mode, which can 
achieve stable test flows with a long driving time at a relatively 
low enthalpy level, the forward detonation mode can achieve the 
higher-enthalpy flows. According to the different hypersonic flow 
conditions that we want to replicate, we choose the appropriate 
operation mode to conduct the test. More detailed information 
on the JFX shock tunnel can be found in the literature [24]. In 
this paper, case 1 is selected as the quasi-one-dimensional numer-
ical simulation model for analysis, and others are used for further 
verification. The reservoir conditions including the stagnation en-
thalpy is estimated from idealized zero-dimensional calculations of 
normal shock and isentropic processes, anchored to the measured 
shock speed and initial pressure/temperature values, while assum-
ing thermochemical equilibrium for high enthalpy conditions. And 
it needs to be noted that the enthalpy in Table 1 is calculated with 
the incident shock speed at the centre part of the driven section.

For shock tunnels, the pressure and shock speed in the driver 
and driven section are the key parameters to evaluate the perfor-
mance of the shock tunnels. Therefore, this paper focuses on the 
measurement of the incident shock wave velocity and pressure. 
Piezoelectric sensors were arranged in the driving section to mon-
itor the pressure histories and the velocity of the detonation wave 
propagation. The incident shock speed is measured with several 
ion probes distributed along the driven section. At the same time, 
piezoresistance transducers are also mounted on the tube sidewall 
to record the pressure history. The distribution of the transduc-
ers is shown in Fig. 1. Stations P1, P2, P3 and P4 are the sensors 
that monitor the pressure histories, and other positions are mainly 
equipped with ion probes. In this one-dimensional formulation, the 
facility is modeled as a linear array of circular pipes aligned with 
the x axis. The auxiliary diaphragm is located at x = 0, and the 
primary diaphragm is located at x = 6.6 m.

2.2. Physical modeling

2.2.1. Governing equations
The numerical method is based on a quasi-one-dimensional 

chemical equilibrium flow model, with the equations, written in 
conservation form, as follows:
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A
∂U

∂t
+ ∂ A F (U )

∂x
− ∂ A

∂x
H − S w = 0 (1)

where U = (ρi,ρu, e)T is the state vector, F = (ρiu, ρu2 + p,

(e + p)u)T is the flux vector, H = (0, p,0)T is the wall pres-
sure source term, and S w = (0, τ , q) is the wall-friction and heat-
transfer source term; where ρ , u, e, p, and A are the density, 
velocity, total energy, pressure of gas, and cross-sectional area, re-
spectively; τ is the wall-shear stress and q is the wall-heat flux. 
The subscript “i” denotes the species.

The spatial discretization is obtained using the finite difference 
method. The inviscid fluxes are computed using the dispersion-
controlled dissipation scheme proposed by Jiang [25]. The results 
of the simulations are also compared against the Euler case, with 
no shock deceleration.

2.2.2. Equilibrium model
During the operation of the detonation-driven high-enthalpy 

shock tunnel, a series of complex physical and chemical phe-
nomena, such as detonation wave propagation, shock wave propa-
gation, boundary layer interaction and non-equilibrium flow, are 
involved. In the numerical simulation, it is difficult to cover all 
aspects. Thus, the corresponding simplification can only be made 
according to the different aspects of the discussion. In this study, it 
is anticipated that the one-dimensional program can be used to ac-
curately determine the internal wave motion process and relevant 
characteristic parameters of the shock tube without increasing the 
amount of calculation.

For hypersonic flows, the gas particle may begin to dissociate or 
ionize due to the high-temperature effect [26,27]. Under the high-
temperature condition, the thermodynamic properties of the gas 
will differ far from those of the ideal gas. The effects of the disso-
ciation and ionization of the gas on the thermodynamic properties 
are generally called real gas effects. In our shock tube cases, the 
temperature of gas in region 2 is not high enough to cause signifi-
cant dissociation and ionization. In the region behind the reflected 
shock (region 5) where the dissociation and ionization can be con-
sidered significant, the flow velocity is almost static and the gas 
density is higher than that under the standard conditions, which 
means that the dissociation and recombination relaxation time will 
be even shorter [28]. Meanwhile, considering that the time scale 
associated with the finite-rate source terms in the non-equilibrium 
computations is approximately 500-10,000 times smaller than the 
gas dynamic time scale and the amount of calculation of the equi-
librium model is twice less than that of the non-equilibrium model 
[29], the chemical reaction in our cases can be assumed to be in 
chemical equilibrium.

In all cases, the equilibrium composition of the gas also needs 
to be determined. The composition of equilibrium air in the 
present study is calculated using the minimization of the Gibbs 
free-energy method [30]. The thermodynamic properties of the in-
dividual species in the temperature range from 300 to 20,000 K 
were obtained from a report by the NASA Glenn Research Center 
[31], which provides thermodynamic data for over 2,000 chemi-
cal species. The thermodynamic properties provided are the h, s 
and cp, as a function of temperature, using polynomials with 9 
coefficients. Once the thermodynamic properties of the individual 
species are stablished, the thermodynamic properties of the gas 
mixture can be determined using the ideal-gas-mixture rules, as 
discussed in the previous report [28].

The detonation process is accompanied by a strong chemical re-
action, and its temperature is often higher than that of the incident 
shock wave [32,33]. In accordance with the air calculation method, 
the chemical equilibrium method is also used for the detonation 
gas. For oxyhydrogen detonation in the detonation chamber, seven 
components, H2, O2, OH, H2O, HO2, O, and H, are considered in 
the computations; for methane-oxygen detonation, CH4, CO2, and 
CO are added. Since the shock tube involves the dissociation of air, 
N2, N and NO are also added. Thus, ten components are considered 
in the present study.

2.2.3. Gas-phase friction and heat transfer terms
The boundary layer along the tube wall is not modeled in the 

formulation of the gas dynamic equations. Instead, its effects are 
modeled by the addition of a wall shear in the momentum equa-
tion and heat transfer in the energy equation.

The wall-skin force on the gas is given by: τ = − 1
2 f ρu |u|π ×

D�x. The skin friction coefficient for the pipe flow is then com-
puted as [34]:⎧⎪⎪⎨
⎪⎪⎩

f ′ = 0.049
(
Re′

D

)−0.2
,Re′

D ≥ 5507

f ′ = 0.00875,5507 ≥ Re′
D ≥ 1828

f ′ = 16
Re′

D
,1828 ≥ Re′

D

(2)

f = f ′ T
T ′ is evaluated at the reference temperature as follows: 

T ′ = 0.9T + 0.03M2 T + 0.46T w , where T is the cell temperature 
and T w is the specified wall temperature. The Reynolds number is 
calculated as: Re′

D = ρ ′uD
μ′ , where u is the cell velocity and D is the 

tube diameter of the cell. ρ ′ and μ′ are evaluated at the reference 
conditions: ρ ′ = ρ T

T ′ , μ′ = μ′ (T ′,ρ ′).
The heat transfer from the gas to the walls is given by: 

q = hπ D�x 
(
T w − T ′), where the heat transfer coefficient is h =

ρC p |u| St and the Stanton number is given by the modified 
Reynolds analogy for pipe flows [18]:

St = f

8

−2/3
Pr (3)

In the treatment of the viscous gas mixture, Wilke’s mixture-
rule is applied with Maxwell’s Power Law to calculate the dynamic 
viscosity of the gas [35]:

μ = μ0

(
T

Tref

)n

, n = 0.76 (air), 0.83 (detonation gas) (4)

According to a previous report [18], the Prandtl number is given 
approximately as:

Pr = 20γ

39γ − 15
(5)

3. Results and discussion

3.1. Grid independence study

A grid convergence study was conducted using the above vis-
cous terms with three different grid resolutions (3,421, 6,841 and 
13,681). For simplicity, the dump section was not considered here. 
The simulations were performed for case 1. It was found that 
the attenuation of the incident shock wave velocity obtained with 
three grid resolutions is basically is almost the same, as shown in 
Fig. 2. Additionally, there was also a negligible difference for the 
stagnation pressure for all grids, as shown in Fig. 3. Eventually, the 
grid with 6,841 grid points was used in the present study.

3.2. Incident shock speed deceleration

Characterization of the reservoir conditions for a shock tube/
tunnel is important, since it is generally used to estimate the free 
stream condition of the nozzle under a predictive method. To de-
termine the reservoir conditions, the incident shock velocity and 
initial pressure/temperature values in the shock tube are needed. 
The initial pressure/temperature values in the shock tube are static 
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Fig. 2. Distribution of the incident shock wave velocity in the driven section for 
three grid resolutions.

Fig. 3. Stagnation pressure histories at station P1 for three grid resolutions.

measurement and the uncertainty should be small. Thus, the inci-
dent shock speed here has significant influence to the reservoir 
parameters. The shock speed in the present study is measured 
at timing stations using ion probes, as mentioned above. Due to 
the viscous interaction and heat transfer between the shocked 
gas and the shock tube wall, the incident shock is attenuated. 
Other researchers have introduced an area change source term in 
the quasi-one-dimensional flow to study the effects of boundary 
layer growth on the attenuation of the shock speed. However, the 
boundary layer growth in the detonation tube was not defined. In 
this study, the pipe flow of skin friction correlations and modified 
Reynolds analogy for turbulent flow are introduced to estimate the 
shock attenuation.

The deceleration predicted by the model in section 2.2 is much 
lower than the experimental measured, as shown in Fig. 4. Such 
discrepancy is attributed to many factors, like the diaphragm open-
ing effects, driver gas contaminations, shock/boundary layer inter-
action and tube wall roughness, which are difficult to model in a 
quasi-one-dimensional simulation. Thus, a scaling factor is used to 
better match the shock deceleration profile, as shown in Equation 
(6). Or rather, the scaling factor here does not merely represent the 
tube wall friction; it should be treated as the comprehensive result 
of all the factors. This factor may be different for different facili-
ties and is suggested to be obtained by detailed comparison with 
experimental data. And as expected, a larger scaling factor results 
in higher shock deceleration since the wall-skin force on the gas is 
increased. A scaling factor of zero corresponds to the inviscid case 
with no wall-skin force on the gas, which corresponds to the Euler 
Fig. 4. Comparison of the incident shock velocity profiles. (For interpretation of the 
colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 5. Comparison of the temperature profiles in the shock tube at t = 2 ms.

simulation, and hence as expected the shock speed remains con-
stant. It is revealed that a scaling factor of 2.7 corresponds better 
to the experimental decelerating case.

τ = k × (−1

2
f ρu |u|π D�x) (6)

The temperature distribution in the shock tube at t = 2 ms 
is shown in Fig. 5. It shows that different scaling factors cause 
the temperature difference of the driven section after the incident 
shock wave. As illustrated in Fig. 4, a larger scaling factor means 
that under the same conditions, more wall-skin forces work on 
the moving gas as shown the Fig. 6. Additionally, it can result in 
higher shock deceleration, which will lead to a lower temperature 
right after the incident shock, just as the temperature distribution 
in the shock tube in Fig. 5. However, it is interesting to find that 
the temperature of the test flow close to the interface in region 2 
follows different laws. A larger scaling factor will result in a higher 
temperature for the test flow close to the interface. The calcula-
tion results of the inviscid and applied viscosity reveal that the 
effect of viscosity and heat transfer term considerably influence 
the temperature of the test gas during the process of wave motion. 
Accordingly, the selection of an appropriate numerical factor deter-
mines whether the calculation model is closer to the real physical 
process. The use of the experimental results of the incident shock 
wave velocity to properly modify the calculation method can en-
sure that the one-dimensional calculation method represents the 
influence of viscosity and heat transfer effects more accurately. 
Additionally, it can also be sees that although the viscosity signif-
icantly influences the shock deceleration in the shock tube, it has 
little effect on the detonation wave, where the detonation wave 
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Fig. 6. Comparison of the wall-skin force per unit length profiles in the shock tube 
at t = 2 ms.

keeps the same speed for the four scaling factors. The reason for 
this will be analyzed in detail in the following content.

The temperature distributions, gas velocity distributions and 
wall-skin forces distributions in the shock tube for k = 2.7, at 
different time moments, are shown in Fig. 7. As time increases, 
the incident shock speed and the wall-skin forces decrease, the 
temperature right after the incident shock decreases, whereas the 
temperature close to the interface increases. Considering this prob-
lem from the point of view of energy conservation, the energy can 
be simply divided into three parts: the kinetic energy of the test 
flow, the internal energy of the test flow and the heat transfer 
from the gas to the wall. The kinetic energy and internal energy 
can be directly characterized by the speed and temperature of the 
test gas, while the heat transfer from the gas to the wall is de-
termined by the work performed by the gas-phase friction. The 
effects of wall-skin forces are obvious at the initial moment due 
to the higher incident shock speed, and most of the kinetic energy 
loss is converted into the heat transfer from the gas to the wall. 
Since the incident shock speed decreases with the time extension, 
the test flow velocity after the shock will decrease. As a result, 
the effects of the wall-skin forces are reduced, and the change 
of the kinetic energy of the gas is converted into more internal 
energy of the gas itself than into the heat transfer to the wall. 
Thus, the increase of the internal energy of the test gas leads to an 
increased temperature, as shown in Fig. 7(a). The non-uniform dis-
tribution of the experimental gas state caused by the attenuation 
of the incident shock wave will affect the evaluation of the real 
experimental state. Even worse, the non-uniform temperature dis-
tribution would result in poor quality stagnation parameters after 
the shock reflection. In addition, it can lead to the conclusion that 
it is not reasonable to evaluate the reservoir state of shock tube by 
the conventional method based on the velocity of the shock wave 
without attenuation or the velocity of the shock wave decaying to 
the end of the shock tube.

For shock tunnels, the state parameters of region 5 are the most 
important. They determine the flight conditions that a shock tun-
nel can replicate. As mentioned above, when the incident shock 
wave is reflected at the shock tube end wall, it can produce higher 
temperature and pressure than in the region 2. Thus, different inci-
dent shock states can produce different temperature and pressure 
states. The temperature history of region 5 with different scal-
ing factors is shown in Fig. 8. It clearly reveals that the average 
temperature of the reservoir conditions without viscosity is nearly 
1,000 K lower than that with viscosity (k = 2.7). According to the 
change in temperature, the viscosity effect has a great influence 
on the state of the shock tunnel, which cannot be ignored in the 
process of numerical simulation. Besides, as shown in Fig. 8, the 
Fig. 7. Parameters distribution in the shock tube for k = 2.7 (a) temperature, (b) gas 
velocity and (c) wall-skin forces per unit length.

reservoir conditions of temperature are not constant; instead, they 
are varying (increasing) over time. And unlike the stagnation pres-
sure, this value is really hard to obtain experimentally under such 
a high temperature during several milliseconds. Thus, the present 
numerical method is also an effective tool for characterization of 
the reservoir temperature distribution in a shock tube/tunnel. In 
the following section, the pressure histories will also be compared 
with the experimental data.

3.3. Detonation process

Since the detonation wave propagation is a self-sustaining pro-
cess, the dissipation effects have little influence on the perfor-
mance of the detonation wave. This could be also obtained from 
the experimental results that the detonation wave velocity and CJ 
pressure do not decrease significantly as it propagates along the 
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Fig. 8. Temperature history at station P1 with different scaling factors.

Fig. 9. Pressure histories measurements and calculated at stations P2, P3 and P4.

tube. Different scaling factors in the detonation tube have also 
been tested and they have little influence to the calculation results 
as shown in Fig. 5. Thus, the same scaling factor as in the shock 
tube part, that is k = 2.7, is adopted in the detonation tube for 
simplicity. The calculated pressure histories, recorded at stations 
P2, P3 and P4 in the driving section, and the experiments results, 
which were performed to validate the numerical simulation using 
the detonation driven shock tube, are shown in Fig. 9. It can be 
found that the arrival time lags of the simulation in the detonation 
wave between P2, P3 and P4 are almost the same as the experi-
mental ones, which indicates an excellent agreement between the 
predicted and experimental detonation wave velocities. The calcu-
lated pressure histories also agree well with the observed ones, 
which show an increase after the arrival of the detonation wave 
and attenuation with the rarefaction wave. Simultaneously, the ex-
perimental and numerical value of the CJ pressure can match well 
with the Chapman-Jouguet theory. However, the estimated arrival 
time of the reflected detonation wave at station P4 is �t = 1.7 ms 
after the detonation wave, which is a little shorter than the exper-
imental value of �t = 1.9 ms. The reflection of detonation wave 
would also be affected by many factors, such as the diaphragm 
opening effects, shock/boundary layer interaction and tube wall 
roughness. Besides, there are not merely the auxiliary diaphragm 
exist between the driving and dump section; instead, complicated 
three-dimensional structures exist to weaken the high detonation 
pressure in reality. However, these factors are difficult to model 
in a quasi-one-dimensional simulation, even in a two-dimensional 
simulation. Considering that such attenuation has little impact on 
the results of the reservoir pressure, it is acceptable to deal with 
the detonation process by current numerical method.
Fig. 10. Comparison of the reservoir pressure histories under case 1.

Fig. 11. x-t diagrams of the density contour for k = 2.7 under case 1.

3.4. Comparison of simulations to experimental results

Calibration is performed by measuring parameters at various 
positions within the facility and then comparing the measure-
ments with those of currently available modeling. The character-
ization of the flow at the inlet of the facility nozzle (reservoir 
conditions) is of critical importance. The pressure gauges at the 
end of the shock tube are used to record the time histories of 
the reservoir pressure. The magnitude of the reservoir pressure is 
mainly related to the intensity of the incident shock and the ini-
tial state parameters of the driven section. It was found that the 
simulated results agreed well with the experimental results for k = 
2.7 compared with k = 0, k = 1 and k = 4 (see Fig. 10). The reser-
voir pressure of k = 0 and k = 1 were higher than the experimental 
ones due to their overestimated shock speed, while the stagnation 
pressure of k = 4 may be lower as result of the effects of the higher 
gas-phase friction. The results of various cases also show that the 
influence of the boundary-layer friction and heat transfer are im-
portant if accurate predictions of flow properties are expected.

To better understand the experimental results, the x-t wave di-
agram for k = 2.7 is shown in Fig. 11, which clearly illustrate the 
phenomenon of wave propagation. The increase of the pressure 
at t = 2.5 ms is due to the incident shock reflection, where the 
second increase at t = 9.3 ms is the arrival of the reflected detona-
tion wave from the auxiliary diaphragm. The time interval between 
them can be used as reservoir condition for a shock tunnel.

For the other three test conditions, the numerical results are 
also compared with the experimental results. The distributions of 
the incident shock velocity and pressure history at the stagna-
tion point are shown in Fig. 12 and Fig. 13, respectively. The total 
enthalpy values of the four conditions (including case 1) simu-
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Fig. 12. Comparison of the distribution of the incident shock speeds in the shock 
tube.

Fig. 13. Comparison of the reservoir pressure histories under three conditions.

lated by the quasi-one-dimensional program covers from 6.8 to 
13.5 MJ/kg. The comparison revealed that the calculations of the 
quasi-one-dimensional program with k =2.7 agrees well with the 
experimental results for cases 1 to 3. However, there is little devi-
ation for case 4 as shown in Fig. 13 (c). Case 4 is conducted under 
the forward detonation driving mode for a higher enthalpy value. 
However, the strong interaction between the detonation wave and 
the diaphragm cannot be modeled accurately. And the interface in 
this case is not precisely tailored. Thus, the pressure waves gen-
erated by the complicated interaction between the reflected shock 
and interface may return to the reservoir conditions. Nevertheless, 
the basic trend of the reservoir pressure is similar, and the devia-
tion is acceptable in the present study.

In all, the present numerical method a simple tool for the de-
sign and assessment of new operating parameters of the test con-
ditions in a detonation facility. Besides, it can also be used for 
characterization of the reservoir parameters in a shock tube/tunnel, 
especially for the total temperature which are difficult to measure 
in such facilities.

4. Conclusions

The aim of this study was to develop an accurate quick com-
putation tool to simulate the flow in the detonation shock tube. It 
can explain the wave propagation process in the shock tube and 
provide relevant guidance for the rapid design of the shock tube 
operation state. The requirement of such a model arises because 
the different tests are run every day in the experimental facility, 
which needs to be simulated individually. Therefore, a quasi-one-
dimensional model is developed to simulate the shock tube flows.

The results under the different conditions tested here show that 
the quasi-one-dimensional modeling of detonation shock tunnels 
is an effective way to generate facility performance data. Although 
this paper has focused on the JFX shock tunnel, the modeling is 
generic and may be applied to other facilities.
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