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Abstract
Evaluation of effective coarse graining (CG) degree and reasonable speedup relative to all-atomistic (AA) model was conducted
to provide a basis for building appropriate larger-scale model. The reproducibility of atomistic conformation and temperature
transferability both act as the analysis criteria to resolve the maximum acceptable CG degree. Taking short- and long time spans
into account simultaneously in the estimation of computational speedup, a dynamic scaling factor is accessible in fitting mean
squared displacement ratio of CG to AA as an exponential function. Computing loss in parallel running is an indispensable
component in acceleration, whichwas also added in the evaluation. Subsequently, a quantified prediction of CG speedup arises as
a multiplication of dynamic scaling factor, computing loss, time step, and the square of reduction in the number of degrees of
freedom. Polyethylene oxide was adopted as a reference system to execute the direct Boltzmann inversion and iterative
Boltzmann inversion. Bonded and non-bonded potentials were calculated in CG models with 1~4 monomers per bead. The
effective CG degree was determined as two at the most with a speedup of four orders magnitude over AA in this study.
Determination of effectiveness CG degree and the corresponding speedup prediction provide available tools in larger
spatiotemporal-scale calculations.

Keywords Coarse graining (CG) degree . Speedup . Iterative Boltzmann inversion (IBI) . Temperature transferability . Dynamic
behavior

Introduction

With complex chain or crosslink structures and dynamic me-
chanical behaviors, polymer exhibits multi-scale characteris-
tics. However, whether top-down or bottom-up approach in-
corporating various space-time scales is still a big challenge in
polymeric materials [1]. An effective multi-scale modelling
technique is indispensable to clarify the relationship of micro-
structure and macro-mechanical performance.

As a parameterized meso-scale simulation method, system-
atic coarse-graining (CG) method integrates a monomer unit
into one pseudo-atomic bead. It constructs the CG bead inter-
actions to match the structural distribution function calculated
by atomistic simulations. The concept of CG depends on both
time and length scale separation of fast and slow variables of
the system [2]. Since fewer interacting sites are required in
modeling, shorter range and softer interactions should be cal-
culated effectively with larger integration time step [3]. With
several orders of magnitude higher in efficiency than atomistic
simulations, systematic CG method can be used to accelerate
the simulation of the network structure of polymers.

Recently, swarm optimization [4], machine learning ap-
proach [5], and iterative Boltzmann inversion (IBI) [6] have
attracted attention as representative CG methods to extend
spatiotemporal scales. Among them, as a typical systematic
CG method, IBI matches the atomistic structures to obtain
potential functions. The structure of CG skin ceramides [7]
and the self-assembly behavior of a monolayer film on gold
[8] were successfully described by the IBI method. Primitive
chain network of un- and crosslinked cis-polyisoprene (PI)
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polymer were analyzed by CG molecular dynamics (MD)
simulation [9]. Viscoelastic properties of PI were also calcu-
lated by the IBI method. In addition, different bridging laws,
i.e., CGMD method, primitive path analysis, and the affine-
deformation assumption, were applied to scale up from nano
to meso, meso to micro, and micro to macro [10]. A CG
potential for di-block copolymer poly (styrene-b-butadiene)
was provided to test static and dynamic properties effectively
[11]. The inter-chain potentials of the CG model for
polycarbonates were obtained by Boltzmann inversion [12].
Inter-bead potentials, equivalent of bonded potential in all-
atomistic (AA) model, were calculated by simple iterative
computation for PI both in liquid and melt [6].

Viscoelastic dynamic responses of polymers, which are
profoundly interrelated with chain and network structures,
are vital to the macro- mechanical behaviors. Accordingly,
the IBI method is an appropriate approach to match the mi-
crostructure parameters, and then to examine the dynamic
mechanical behaviors. Corrections are necessary to improve
the state transferability, such as pressure and temperature op-
timizations [13, 14]. There are still problems such as
undermined effective CG degree and unreasonable prediction
of acceleration of the dynamic behavior of polymer systems
[15], even though the systematic CG method has been devel-
oped for several years.

How to define the number of atoms or monomers in a
single pseudo-atomic bead is of great significance to measure
the capability of the CG model in capturing the static and
dynamic properties of AA one. One representative attempt
[16] was carried out depending on the analysis of plateau
modulus, mean squared displacement (MSD), and density
variation with respect to the temperature taking polyethylene
(PE) as the model. They [17] demonstrated the potential ca-
pability of CG models in capturing polymeric motions even
reaching hundreds of microseconds. These works provide a
useful concept in extending the time and length scales in sim-
ulation. However, more details should be explored to apply it
to practice with sufficient convenience.

Another issue of concern for CG is the acceleration in cal-
culation. The mechanism of speedup for CG was described in
detail [18, 19], which brings a theoretical estimation of speed-
up including contributions from the scale factor, time step, and
the reduction in the number of pairwise interactions [16].
However, the obtaining of scale factor lies on the matching
target atomistic MSD on a long-time scale. Computing cost
and matching strategy for scaling constant should be consid-
ered. Moreover, the existing theoretical estimation of speedup
is ideal without considering the computing loss in parallel
running, which may lead the overestimation.

Aiming to establish a useful evaluation of effective CG
degree and the corresponding speedup in dynamic calcula-
tions, the two issues mentioned above are addressed with the
help of CG simulation on the static and dynamic properties of

polyethylene oxide (PEO). Some works of CG models about
PEO by MARTINI CG force field [20, 21] or IBI [22] were
reported, which provided the reference material properties in
CG simulations representatively. The adopted CG method
here includes the calculations of CG bonded and non-
bonded potentials, where the former refers to the direct
Boltzmann inversion (DBI) and the latter is defined as param-
eterized CG to reproduce the target properties in atomistic
simulations [23]. Consisting of identical monomer units, the
results obtained in this study are assumed to possess a good
expansibility to other types of homopolymer.

The article is organized as follows. In the “Simulation de-
tails” section, the simulation details are described, including
the parameter sensitivity analysis and the obtaining of CG
potentials. The static and dynamic properties are captured by
AA and CG models, which are used to evaluate the effective
CG degree and the corresponding speedup in the “PEO prop-
erty analysis” section. Finally, the discussion is provided and
conclusions are summarized.

Simulation details

PEO systems with different chain lengths were denoted as
PEO-n, where n is the number of monomers -[-CH2-O-
CH2-]- [24] in a single chain. The CG degree λ was defined
as the number of monomers in a single pseudo-atomic bead
(referring to these models as CG-λ). Taking an example, a
single PEO-60 chain of AA and CG models with 1~4 CG
degree are illustrated in Fig. 1, where 422 atoms, 60 beads,
30 beads, 20 beads, and 15 beads are included in each model,
respectively.

Chains of PEO were thrown randomly into a periodic
cubic-box via Packmol [25] with a relatively low density ap-
proximately 0.154 g·cm-3 initially. After minimization, the
relaxation of each atomistic model was carried out in the
NPT ensemble with T = 500 K and P = 1 atm for 2 ns firstly.
Sequentially, each system experiences a cooling process to
room temperature (Tr) with a rate of 0.2 K·ps-1 lasting for 1
ns. Further NPT relaxation was performed at Tr for 1 ns. As
for different target temperatures (Tt), each system was heated
from Tr to Tt in the NVT ensemble for 1 ns. A long relaxation
in the NPT ensemble was performed for 50 ns at Tt, which
exceeds the rotational or diffusional relaxation time [26]. The
examination on the effect of cooling rate was performed in
Figure S1 in Supplementary Material, which shows that the
value of 0.2 K·ps-1 as the cooling rate can be acceptable in
deriving CG potentials.

The trajectories in the final 1-ns relaxation in the NVT
ensemble were captured as the target distribution functions
to parameterize the CG potentials. Time step Δt is 1 fs in
atomistic simulations.
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Each CG potential component was obtained by DBI (bond-
ed part) and IBI (non-bonded part) from each target distribu-
tion function of the atomistic model. The factor for potential
robustness was set as 0.05 [26] to improve the convergence
and stability of the IBI process. A pressure correction was
applied to match the density at equilibrium, where the scaling
factors were set as 3.0 × 10-4 for CG-1~2 and 5.0 × 10-3 for
CG-3~4 in a simple pressure correction method [6]. IBI pro-
cedure implemented here leads to converged RDFs of non-
bonded interactions within 300 iterations. The corresponding
convergence coefficient ranges from 0.15 to 2.50 as CG de-
gree increases. The averaged pressure converges to the target
pressure 1 atm after iteration. The time stepΔtwas set as 10 fs
during the IBI process and CG calculations. In Figure S2 in
Supplementary Material, evolutions of convergence coeffi-
cient and system pressure during iteration by IBI taking CG-
1 as an example were provided. The analysis provides evi-
dence that all these parameters during the IBI procedure were
suitable for the calculations in this study.

Both DBI and IBI procedures should be carried out in each
target temperature. According to the mapping CG topology
and potentials, the dynamic behaviors are possibly examined
in higher spatiotemporal scale relative to the atomistic scale.
MD runs and IBI procedures were implemented using
LAMMPS [27] and VOTCA [28] , respec t ive ly .
Visualizations employ VMD [29] and OVITO [30].

Parameter sensitivity analysis

The interaction potential is essential in MD calculations to
reproduce the intrinsic properties reasonably. For atomistic
PEO, potentials like the united atom (UA) [18, 31, 32],
OPLS-AA [33–35], Charmm-AA [20], Smith [36, 37], and
TraPPE-UA [38–40] were previously used to examine the
properties of the bulk, melt, and in solution, respectively.
The simplest PEO-4 model (two monomers and two end
groups) at Tt = 500 K in the melt was adopted as an example
of the sensitivity analysis of the CG parameters. For the atom-
istic potentials, we consider the OPLS-AA and TraPPE-UA

models. The averaged densities at Tr of PEO-4 with 500
chains at equilibrium from three samples are 0.97 g·cm-3 by
OPLS-AA and 1.03 g·cm-3 by TraPPE-UA, respectively. Both
are close to the experimental measurement 0.986 g·cm-3 [20].

CG mapping largely depends on the location of CG bead
center [10]. Two common definitions of CG-1 bead center for
PEO are the center of monomer mass [20, 32, 33, 35] (denoted
as c.m.) and the center of oxygen atom [18, 36] (denoted as
c.o.). Their effects on the CGmapping and CG potentials were
both discussed here.

The transferability of chain length was also considered,
where n = 4 and 60 were chosen. With the similar initial
density in each box with side-length 100 Å before relaxation,
the chain numbers of PEO-4 and PEO-60 are 500 and 35,
respectively. Two more models with chain lengths as 18 and
50 were also examined to discuss the dependence of chain
length. The comparisons can be referred in Figure S3 in
Supplementary Material.

As illustrated in Fig. 2, each CG potential component
obviously depends on the atomistic potential and mapping
center of CG bead (data marked as red open square and
blue open circle). The patterns of the obtained CG poten-
tials marked as black open square present good agreement
compared with the results reported in the literature [35].
The difference from the chain length is almost immeasur-
ably as illustrated in Fig. 2 (comparison between the data
marked as black open square and olive multiplication
sign), which suggests that the accuracy of CG potentials
is independent on the chain length. Figure S3 in
Supplementary Material further proves this conclusion.
This provides an effective approach to get CG potentials
of PEO with longer chains by iterations according to the
counterpart with shorter ones. Enormous numbers of
monomers ranging from hundreds to thousands in a single
PEO chain in practice, a model with chain length n = 60
(as the common multiple of 1, 2, 3, and 4) was taken as
the representative system in the current study, which is
convenient for discussing the effectiveness of CG degree
and evaluating the corresponding speedup as following.

Fig. 1 A single PEO-60 chain represented with increasing CG degree
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Coarse graining potential calculation

According to the above analysis, OPLS-AA and c.m. were
selected as atomistic potential and mapping bead center in
the following, which are also supported by the studies on
PEO in melt [20, 32, 33]. For simplicity, identical CG bead
interaction was defined even though with a difference hydro-
gen atom mass between middle and end CG beads.

Each CG potential component was obtained as shown in
Fig. 3 taking CG-1 at 500 K as an example. Harmonic func-
tions for bond Ub(r) = kb(r-r0)

2 and three-body angle Ua(θ) =
ka(θ-θ0)

2, and multi-harmonic function for dihedral torsion
Uφ(φ) = Σkicos

i-1(φ) (i = 1~5) were employed to fit the cor-
responding tabulated forms, respectively. The fitted curves
were plotted to reproduce the DBI potential distributions of
CG bond, angle, and dihedral angle as plotted in Fig. 3a–c

Fig. 2 Analysis of parameter
sensitivity on mapping and
potential component of CG-1 at
500 K, a bond, b angle, c dihedral
angle, and d non-bond.

Fig. 3 Structural distributions,
DBI, and fitted potentials and IBI
potential at 500 K, a bond of CG-
1, b angle of CG-1, c dihedral
angle of CG-1, and d optimized
non-bond potentials of CG-1~4.
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with a reasonable approximation. Pearson correlation coeffi-
cients are 95.3% for bond, 98.7% for angle, and 99.9% for
dihedral angle, respectively. Rather than the Lennard-Jones
(LJ) form, tabulated potentials were adopted for CG non-
bonded part for accuracy, and these curves of examples are
summarized in Fig. 3d. The atomistic pair potentials of oxy-
gen atom (AA-O) and carbon atom (AA-C) are included for
comparison. A suggestion frommapping AAmodels onto CG
models was introduced as that a single CG bond represents
about four to five carbon-carbon backbone bonds [41].
Similarly, the dihedral component was considered implicitly
in CG-3 (a beadwith eight backbone bonds) and CG-4 (a bead
with eleven backbone bonds) systems. All the parameters of
bonded potential components in discussed cases are summa-
rized in Table S1 of Supplementary Material.

PEO property analysis

Static analysis

The end-to-end distance Ree and the radii of gyration Rg of
chains were used to characterize the static behaviors.
Following the Gaussian distributions as shown in Fig. 4a–f,
the example CG model predicts both Ree and Rg well, which
provides much higher agreement with atomistic calculations
than that described in previous work [35]. Probably, the non-

bonded potential form causes the differences in capturing the
structural properties, where the tabulated potentials were used
here in comparing with the shifted LJ 12-6 ones with a smooth
function in literature [35]. The expectation of each Gaussian
distribution was denoted as μ. As plotted in Fig. 4g taking Tt =
500 K as an example, the increase of CG degree λ brings
lower expectation μ both for Ree [16] and Rg. However, the
subtle change of Rg is only 7.4% from AA to CG-4. The ratio
(Ree/Rg)

2 estimates the conformation of a chain with a refer-
ence value of 6 [42]. As described in Fig. 4h, the values of
(Ree/Rg)

2 at 500 K (AA: 6.72, CG-1: 6.87) and 400 K (AA:
5.86, CG-1: 5.48) are close to those reported in the literature
[35] (AA: 6.46 and CG-1: 6.86 at 500 K, AA: 5.38 and CG-1:
5.41 at 423 K, AA: 5.47 and CG-1: 5.48 at 363 K), respec-
tively. Combing Fig. 4g with Fig. 4h, as CG degree λ in-
creases and temperature decreases, the chains evolve from
elongated conformation to compact conformation. In addition,
as shown in Fig. 4i, smaller values of bothRee and Rg in chains
can be observed at lower temperature, which agrees well with
the existing results [43].

Temperature transferability analysis

AA and CG-λ (λ = 1~4) systems were cooled from 500 to
100 K with a rate of 20 K·ns-1. Notably, the CG potentials
were used with the parameters at 500 K obtained by DBI and
IBI to examine the temperature transferability.

Fig. 4 Distributions and variations with respect to the CG degree and temperature of Ree and Rg
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As illustrated in Fig. 5, the density of each system climbs
during cooling. The values of PEO density were provided by
the literature [43] as 1.127 g·cm-3 at 298 K, 1.038 g·cm-3 at
413 K, and 0.976 g·cm-3 at 493 K, respectively. The devel-
oped CG potentials for λ = 1, 2 show excellent temperature
transferability. However, well temperature transferability of λ
= 3 and λ = 4 can be observed only in the range of T > 160 K
and T > 400 K, respectively. As a reference, the average equi-
librium density of CG-3 obtained by CG potentials at 300 K
was marked as an olive cross. It agrees well with the upper
triangle at 300 K during cooling, which provides evidence of
temperature transferability of CG-3 at least in the range of 500
to 300 K. However, using the CG-4 potentials obtained at 300
K, the average equilibrium density is 1.099 g·cm-3, which is
close to that of the atomistic model. The counterpart during
cooling is far from the violet cross. The CG-4 potentials lose
the temperature transferability gradually for T < 400 K.
Referring to the potential parameters in Table S1, softer bond
and angle potentials were obtained at lower temperature for λ
= 3, 4. In addition, CG creates a smoother free-energy land-
scape and less frictional forces [16, 44]. It is evident that the
compressibility of the system with high CG degree is greatly
enhanced. CG-3 and CG-4 show the improved compressibil-
ity by cooling as plotted in Fig. 5b. The melting temperature
Tm of PEO was reported as 340 K [45]. A sharp rise of CG-4
density occurs in the range of 260–320 K, which is assumed as
the indicator of semi-crystalline. Returning to Fig. 3d, a larger
equilibrium bond distance was obtained in a higher CG degree
during mapping.

Some studies suggested that a modified soft segment repul-
sive potential should be imposed between CG beads to pre-
vent unphysical bond crossings [16, 46, 47]. It can be assumed
that the standard IBI is not enough to capture the reasonable
potential parameters as CG degree increases with softer po-
tentials, smoother energy landscape, and less frictional forces.

The cross point of two fitting lines of glassy and rubbery
states indicates the glass-transition temperature (Tg). Referred
to Tg reported as 190–210 K [48], 208 K [45], and 203–204 K
[43], the values as predicted in Figure 5 are acceptable as

241.21 K for AA model, 206.74 K for CG-1 model,
220.37 K for CG-2 model and 212.29 K for CG-3 model,
respectively. With well temperature transferability, CG-1
and CG-2 model are capable of reasonably predicting Tg.

Dynamic analysis

MSD at 500 K was analyzed to examine the dynamic behav-
iors of AA and CG models. CG-1~2 models were considered
according to the good temperature transferability discussed in
the above section.

Resulting from lower activation energy [35], the model with a
higher CG degreemoves faster, as shown in Fig. 6a. The twoCG
models collapse onto the atomistic curve by scaling factors [16,
18, 19, 49] to extend the temporal range as an accelerated strat-
egy. The target diffusion coefficient (denoted asD) was predicted
by MSD linearly fitting as 3.4 × 10-6 cm2·s-1, which agrees well
with the interpolating value listed in the literature [43].
Accordingly, the time scaling factors of CG-1 and CG-2 were
obtained by matching D as 5.8 and 13.8, respectively, as plotted
in Fig. 6b with scaled time ranges t*.

However, a constant scaling factor related to the ratio of
self-diffusivities was reported insufficient in the literature
[26]. They hold an opinion that the governing factors of self-
diffusion evolve from the available thermal energy and atomic
momenta to the frictional forces gradually. This point comes
from the temporal ratio of MSD from CG and AA, which
increases to an asymptotic value rather than a constant [26,
35]. The time-dependent variation of ratio was fitted by expo-
nential form as 1 + β [1 - exp (-t·τ-1)], where β and τ indicate
the dynamic scaling factor and transition time, respectively.

As fitted in Fig. 6c, the obtained dynamic scaling factors of
MSD ratio from CG-1 over AA (CG-1/AA) and CG-2 over
AA (CG-2/AA) are 6.5 and 14.0, respectively. The transition
times for CG-1/AA and CG-2/AA are 37.5 ns and 43.5 ns,
respectively. The scaling factors obtained by time scaling to
match D (5.8 for CG-1 to AA and 13.8 for CG-2 to AA)
coincide with the counterparts by MSD ratio fitting (6.5 for
CG-1 to AA and 14.0 for CG-2 to AA), even with different

Fig. 5 Density versus
temperature for AA and CG-λ (λ
= 1-4) models cooling from 500
to 100 K with a rate of 20 K/ns.
For each CGmodel, the potentials
were obtained at 500 K in melt. In
subplot (b), the data marked as
olive cross and violet
multiplication sign were
calculated at 300 K.
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physical meanings. Correspondingly, the speedup of CG-2
over CG-1 is 2.4 (13.8/5.8) by time scaling and 2.2 (14.0/
6.5) by MSD ratio fitting, which agrees well with each other.
The factor β is an indicator of scaling constant in long time
scale, which expands the physical meaning of scaling constant
taking short and long-time spans into account. Accordingly, as
a dynamic scaling factor, β is more suitable to characterize the
dynamic acceleration in practice with higher convenience.

Discussion and conclusions

With less degrees of freedom, CG calculations were used to
extend time and length scales. A model with an effective CG
degree should have the ability to capture the atomistic behaviors
reasonably within longer time and length scales. In this work,
conformation microstructures were described well by CG
models. Combing with temperature effect and self-diffusivity,
the maximum acceptable CG degree to correctly describe micro-
scopic behavior and properties via standard IBI is λ = 2, where
one CG bond represents five backbone bonds. Hence, a CG
model with fourteen atoms as a bead (fifteen atoms as a terminal
bead) reproduces the conformational and diffusional behaviors
effectively with well temperature transferability in the range of
100 to 500 K for PEO. The obtained effective CG degree was
supported by the empirical suggestion in CG modeling [41],
where a CG bond represents about four to five carbon-carbon
backbone bonds during mapping AA models onto CG ones.

Another important reason for developing CG algorithm is
speedup in calculation. Three aspects [16] contribute to the
speedup in CG, as dynamic scaling factor β, CG time step
Δt and reduction in the number of degrees of freedom 3λ.
Accordingly, the theoretical speedup is the multiplication of
the above three parties, as β × Δt × (3λ)2. Thus, the speedup
of CG-1 and CG-2 over AA calculations reaches five and six
orders of magnitude. In practical, the consumption of interac-
tive data between nodes in parallel running and additional
occupation should be considered. Taking an example,

atomistic PEO with 15 k atoms in NVT assemble run in par-
allel on 48 cores at a rate of 20.4 ns per day, while equivalent
CG-1 and CG-2 calculated at 1.8 μs and 5.5 μs per day on 24
cores, respectively. Speedups of four and three orders of mag-
nitudes of CG-1 and CG-2 relative to AA were evaluated,
respectively. An appropriate loss factor should be considered
in evaluation speedup taking CPU performance, engaging
core, etc. into account. This estimation to the case provided
in ref. [26] is also suitable, where the listed computational
occupation matches the predicted magnitude order.

Here, the standard IBI was chosen to examine the perfor-
mance of CG models. After correction of RDF and pressure in
iteration, CG models present the equivalent static properties of
the atomistic model. Referring to the variation of density with
respect to temperature, effective CG degree was identified. This
helps to build an appropriate CG model to balance the accuracy
and effectiveness in the calculation. In addition, an evaluation of
speedup was improved as the multiplication of dynamic scaling
factor, computing loss factor, time step, and the square of reduc-
tion in the number of degrees of freedom. The establishment of
effective CG degree determination and quantified speedup pre-
diction provides a useful tool to evaluate the larger
spatiotemporal-scale calculations and select appropriate CG strat-
egy in practice. Finally, it is possible to improve the maximum
acceptable CG degree with the help of modification on CG pair
potential to inhibit unphysical bond crossings and correction on
frictional and stochastic forces.

Supplementary Information The online version contains supplementary
material available at https://doi.org/10.1007/s00894-020-04661-5.
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