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We applied digital holography (DH) technology in a quantitative measurement of the density distribution of a low
refractive index transparent substance (e.g., the vapor of suspended droplets). An optical setup was built based on
the Mach–Zehnder interferometer. A measurement performance test showed the mean relative error of the measure-
ment error was about 2.0%; that of the environment disturbance error was about 0.47%. By a quantitative method
to assess the precision limit, the temperature measurement precision could achieve 0.01◦C, and the vapor density
measurement precision could achieve 0.0001 kg/m3. We believe that all the benefits above make the setup a good
choice for application in the Chinese space station. © 2021 Optical Society of America

https://doi.org/10.1364/AO.431261

1. INTRODUCTION

The Chinese space station (CSS), also known as the Tiangong
space station, was launched in April 2021, providing an excel-
lent research environment for microgravity science. Concerning
investigations on liquid–gas systems, a two-phase system
research rack (TPSR) has been planned and is being assem-
bled. A crucial functional requirement of the TPSR is the
measurement of the vapor density distribution of droplets.

The knowledge of density distribution for droplets vapor is
crucial to study the transport of mass and heat in the gas–liquid
phase; e.g., electronic chip cooling [1], digital microfluidic
design [2], and the design of space environment control equip-
ment [3]. Furthermore, the real-time quantitative measurement
of vapor density could contribute to the precise control of
droplet behaviors. In fact, the self-assembly of micro/nano
materials can be realized by controlling the evaporation rate of
droplets [4]. In addition, the logical editing of deoxyribonucleic
acid (DNA) can be achieved by the generation, translocation,
cleavage, and fusion of droplets carrying DNA molecules [5].

Real-time quantitative measurements of vapor density distri-
bution also facilitate the development of the theoretical model
for the gas–liquid phase, as well as the quantitative descrip-
tion of droplet evaporation and vapor condensation [6–8].
Some parameters that quantitatively describe the liquid in the
gas–liquid phase process (i.e., the flow field), the temperature
distribution, and the contact angle can be obtained by relatively
simple detection schemes; e.g., particle image velocimetry (PIV)

[9,10], infrared cameras or thermocouples [11], and micro-
scopic optical systems [12]. In addition, even in a liquid–liquid
system, droplets sizing and mixture fraction can be obtained by
rainbow-angle diffractometry [13]. However, measurements on
the gas side have rarely been considered to the best of our knowl-
edge. On the one hand, they are more involved; on the other
hand, the gas is overly sensitive to the influence of measurement
tools. Actually, previous research focused on the contact angle,
the surface tension, and other factors influencing the droplet
behavior, but when a much more precise control is required, the
influence of the vapor density distribution cannot be neglected.

As a noncontact and nondisruptive measurement method,
optical interferometry is a very good choice to detect the prop-
erties of the gas phase [14]. According to the Gladstone–Dale
law, there is a linear relation between the gas density and its
refractive index [15,16], and thus quantitative density distri-
bution can be obtained by optical measurements. In fact, the
gas density distribution obtained by the optical interference
method is an integral result of all the gas in the region that
the objective beam goes through. However, the measurement
results are still interesting because they represent the average
value of the 2D distribution [17]. In addition, using this gas
density distribution, the distribution of the temperature, pres-
sure, and evaporation rate can be further worked out [18]. The
experimental setup used in optical interferometry is usually
the Mach–Zehnder interferometer [19,20], where the two
interfering beams generate a group of vertical interference
fringes that are exploited to obtain the diffusion coefficient via,

1559-128X/21/216103-13 Journal © 2021 Optical Society of America

https://orcid.org/0000-0003-1577-4730
mailto:songwei@csu.ac.cn
https://doi.org/10.1364/AO.431261
https://crossmark.crossref.org/dialog/?doi=10.1364/AO.431261&amp;domain=pdf&amp;date_stamp=2021-07-20


6104 Vol. 60, No. 21 / 20 July 2021 / Applied Optics Research Article

for instance, the FTP algorithm [21]. However, such fringes
are easily affected by environmental noise, and every order
Fourier spectrum of its Fourier transform is affected by the 0
order Fourier spectrum. By contrast, the interference fringes
in DH usually have an inclination angle about 45◦, and the
fringe interval is two pixels [22]. In this way, the+1, 0, and−1
order Fourier spectrums in the Fourier transform of a hologram
can be separated, where the +1 order Fourier spectrum can be
extracted without crosstalk by a high-pass filter.

DH techniques have been applied to quantitative measure-
ments of some physical parameters of high refractive index
transparent substances; e.g., for measuring liquid concentration
[23], multilayer temperature gradient in liquid [24], and density
distribution of high-speed gas flow [25]. In particular, the gas
density distribution of a jet flow in a supersonic airflow wind
tunnel can be reliably reconstructed, and relevant details such
as the boundary lines or shock and expansion waves are clearly
observed [26]. In addition, a 3D reconstruction of axisymmet-
ric gas density distribution can be obtained by a piece of 2D
hologram [27]. The 3D distribution of a nonaxisymmetric,
but stable, gas flow density can be acquired using hologram
scanning together with the Tikhonov regularization algorithm
[28]. For the gas density distribution of nonaxisymmetric and
time-varying turbulent flow, 3D reconstruction can be obtained
using a set of multi-angle holographic recording systems [29]. In
fact, since DH records all-optical field information, the quan-
titative gas density distribution can be obtained whether the
distribution is axisymmetric or nonaxisymmetric.

In this paper, we apply DH to the measurement of the vapor
density distribution of a suspended droplet, and the droplet
vapor is thought to be a medium with a weak refractive index
dependency with temperature and density. We have built up
an optical setup based on the Mach–Zehnder interferometer.
The measurement performance of the setup has been assessed
by comparing the measurement results of the temperature
gradients distribution in deionized water with those obtained
by thermocouples. It can be done because the liquid temper-
ature also has a quantitative relation with the refractive index,
though it is nonlinear [30,31]. This means that whether the
measurement object is vapor density or liquid temperature, it is
actually the refractive index measurement by the DH method.
Subsequently, we determine the vapor density distribution of
suspended FC72 droplets and discuss the experimental results.
More specifically, FC72 is a clear, colorless, fully fluorinated
liquid that is thermally and chemically stable, compatible with
sensitive materials, nonflammable, nonconductive, practically

Table 1. Parameters of Setup in Fig. 1

Item Focal Length (mm) Aperture (mm) Position (mm)

L2 200 50.8 0
L3 −250 50.8 50
L4 150 50.8 65
L5 150 50.8 0
L6 100 50.8 250

nontoxic, and it leaves essentially no residue upon evaporation.
The combination of these unique properties makes Fluorinert
liquid FC72 ideal for research work on the liquid–gas phase
[32,33], and can be safely applied in the manned spacecraft and
manned laboratory [34,35].

2. EXPERIMENTAL SETUP AND PROCEDURES

A. Experimental Optical Setup

The scheme of our optical setup for off-axis DH based on the
Mach–Zehnder interferometer is shown in Fig. 1(a). A laser
beam is split into an objective beam and a reference beam by a
polarized beam splitter (PBS) after expansion and collimation
via a beam expander (BE), aperture (AP), and lens L1. The
intensity ratio of the two beams can be adjusted by a half-wave
plate (HWP1). The objective beam passes through the exper-
imental sample, and its phase is modulated by the refractive
index distribution of the sample. Then, the sample is imaged on
the camera by the lenses combination of L2, L3, and L4 [36],
which is convenient to adjust the magnification. The diameter
of the reference beam is adjusted by the lens combination of L5
and L6 to match the objective beam size on the camera. The
polarization of the reference beam is adjusted by HWP2 to be
consistent with that of the objective beam. Finally, by adjust-
ing the deflection angles of mirror M2 and the nonpolarized
beam splitter (NPBS), the reference beam propagation path is
changed and the reference beam overlaps the objective beam on
the camera. Thus, a hologram is recorded. More specifically, the
main parameters (focal lengths, positions, and apertures of L2,
L3, . . . , L6) of the setup are shown in Table 1. The “Position” in
Table 1 denotes the distance between the two adjacent lenses;
e.g., L6’s “Position” is 250 mm, meaning that the distance
between L5 and L6 is 250 mm. In particular, the “Position”
is 0 for L2 and L5 because the beams reaching them are col-
limated, which means L2, L5, and the subsequent parts can
move freely along the laser beam to accommodate the size of the
experimental device that contains a sample.

Fig. 1. (a) Schematic diagram of the optical setup. HWP, half-wave plate; BE, beam expander; AP, aperture; L, lenses; PBS, polarized beam splitter;
NPBS, non-polarized beam splitter; and M, mirror.
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Fig. 2. Schematic diagram of the experimental devices. (a) Device used as an assessment tool for the optical setup. 1: cooling fans; 2: copper fins; 3:
thermo-electric cooler (TEC); 4: copper bottom; 5: quartz glass window; 6: side-wall of the thermal insulation material; 7: input port; 8: copper cover;
9: heating plate, T1 and T2; and T − I ∼ T − V : thermocouples. (b) Device used for the droplet vapor density measurement. 1: fixed 90◦ bracket;
2: post; 3: universal base plate (UBP); 4: heavy-duty switchable magnetic base (MB); 5: micrometer positioning stage (MPS); 6: plunger rod (PR); 7:
injector; and 8: needle.

In general, the hologram must subtract the background
information that was introduced by the optical setup. The
background information subtraction can be done by a two-
step method [37]. A hologram before the experiment is first
recorded to reconstruct the background information. Second,
the background information is removed from the holograms
subsequently recorded during the experiment.

B. Experimental Devices

We specifically design a water chamber to assess the performance
of the optical setup, as shown in Fig. 2(a). The water cham-
ber is filled with deionized water from the input port (No. 7).
The excess liquid and the displaced air are discharged from
the output port (No. 8). Then we put a copper cover (No. 9)
on top of the chamber, which includes a piece of heating plate
(No. 10). A piece of thermo-electric cooler (TEC) (No. 3) with
cooling fans (No. 1) and copper fins (No. 2) is installed on the
bottom of the chamber (No. 4). The thermocouples on one
side of the chamber (No. T − I ∼ V ) are arranged at different
depths in the water to record the time-dependent temperature
distribution. The other thermocouples (No. T − 1 and T − 2)
are used to provide the temperatures of the copper cover (No. 9)
and the bottom of the chamber (No. 4) to the feedback control
system [the blue parts in Fig. 2(a)], so that the temperatures in
the top and bottom remain stable. Additionally, the chamber
has two optical quartz windows (No. 5), so that the objective
beam can go through the water to acquire information about the
temperature gradient field.

To realize real-time measurement of the vapor density dis-
tribution of suspended FC72 droplets, a droplet generator is
assembled, as shown in Fig. 2(b). The generator is assembled
using several components. The most important one is a syringe
(No. 7) that stores the FC72 liquid. When the FC72 liquid

is exhausted, the syringe can be replenished. A droplet can be
produced by pushing the plunger rod (PR) (No. 6) forward
about 1.5 mm. To balance the capillarity and prevent resorption
of the droplets, the PR position is maintained by a high-torque
micrometer positioning stage (MPS) (No. 5). Moreover, the
whole generator is installed on a universal base plate (UBP)
(No. 3) with two heavy-duty magnetic bases (MB) (No. 4) to
isolate high-frequency vibrations from the environment and
avoid the suspended droplet falling due to disturbance.

C. Experimental Procedures

1. Measurement PerformanceAssessment

The temperature gradient field distribution in the water cham-
ber can be recorded by DH and thermocouples simultaneously
for comparison. However, the water flows easily and it often
contains air, which comes out and makes bubbles, having an
influence on the measurement.

To remove bubbles, we preheated the deionized water to
about 40◦C and waited for a natural cooling to the environment
temperature about 25.2◦C. This preheating and cooling proc-
ess has been repeated two times to make sure that no obvious
bubbles came out.

To keep the water stable, the water chamber has been
designed with heating on the top and cooling on the bottom. In
this way, the denser cold water tends to stay at the bottom, and
the less dense density warm water tends to float on the top. The
temperature is almost constant at a fixed depth, which means
that the water is in a quasi-stationary state. A stable temper-
ature gradient field without buoyancy convection, but with
multiple different temperature layers could be produced [38].
Additionally, when the heating and cooling stop, there is only
slow diffusion because of the temperature difference, rather than
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obvious flows. The temperature gradient field would gradually
dissipate to be uniform.

What is more, we performed the experiment at midnight to
minimize the impact of environmental vibration. The chamber
was also installed on a heavy UBP with two MBs to isolate it
from the environment.

With the consideration above, we took a background holo-
gram (H0) when the water’s temperature was uniform at the
temperature T0, which can be confirmed by a thermocouples
T − I ∼ V reading out the same temperature T0 = 25.2◦C.
Then we heated the copper cover (No. 8) to 40◦C and cooled the
copper bottom (No. 4) to 15◦C to obtain a stable temperature
gradient field. During the formation of the temperature gradient
field, only thermocouples record temperature data every second.
But in the subsequent temperature gradient field dissipation,
the holograms were also recorded every second. Specifically,
the background hologram H0 contained the phase distribution
of the experiment sample that was the deionized water with a
uniform temperature. What is more, H0 also contained various
phase distortions and spherical aberrations, noises from the
environment, and other phase information unrelated to the
experiment.

2. Measurement of theSuspendedDroplet VaporDensity
Distribution

Different from the measurement performance test, when there
were no droplets or vapor, we started to record holograms,
and then pushed the rod forward about 1.5 mm to produce
suspended droplets. Holograms were recorded every 0.2 s until
the droplets evaporated and disappeared. Before the vapor
density measurement started, we waited for the environment
to stabilize, which can be confirmed by the temperature T,
pressure p , and humidity r h reading staying constant in the
lab. The first recorded hologram was the background hologram
(H0). Specifically, in this experiment, H0 contained the phase
distribution of the environment air, in addition to distortions,
spherical aberrations, noises, and other unrelated phase infor-
mation. However, H0 did not contain the experiment sample
that was a FC72 droplet or vapor.

3. DATA PROCESSING METHODS

The hologram H(x , y ) recorded by the camera can be
expressed as [39]

H(x , y )= |O(x , y )+ R(x , y )|2 = |O(x , y )|2 + |R(x , y )|2

+ O(x , y ) · R∗(x , y )+ O∗(x , y ) · R(x , y ),
(1)

where O(x , y ) and R(x , y ) denote the complex amplitude
distribution of the objective and reference beam, respectively.
The symbol * denotes complex conjugation. In the Fourier
spectrum of H(x , y ), there are −1, 0, and +1 order spec-
trums separated each other [22,40]. The 0 order spectrum
F [|O(x , y )|2 + |R(x , y )|2] corresponds to the energy of the
two beams, and contains no phase information. The −1 order
spectrum F [O∗(x , y ) · R(x , y )] is the conjugate of the +1
order spectrum F [O(x , y ) · R∗(x , y )]. Both −1 and +1

order spectrums contain the phase information, but generally,
the information I (x , y ) (also referred to as the reconstructed
information), is reconstructed by the inverse Fourier transform
of the+1 order spectrum [40,41]:

F [H(x , y )] = F [|O(x , y )|2 + |R(x , y )|2] + F [O(x , y )

· R∗(x , y )] + F [O∗(x , y ) · R(x , y )]

I (x , y )= F −1 {F [O(x , y ) · R∗(x , y )]
}

.
(2)

The background information I0 is correspondingly obtained
from the background hologram H0. As mentioned above,
the information obtained from the other recorded holo-
grams is divided by I0 to subtract the background. The phase
information1ϕobj(x , y ) is thus obtained as [42,43]

1ϕobj(x , y )= arctan

{
Im [I (x , y )/I0(x , y )]
Re [I (x , y )/I0(x , y )]

}
+1ϕ2π (x , y ),

(3)
where1ϕ2π (x , y ) denotes the phase compensation term deter-
mined by the arc tangent results. The refractive index distribu-
tion nobj(x , y ) is then given by [39]

n̄(x , y )=
λ1ϕobj(x , y )

2πd0
+ n0, (4)

where d0 is the distance that the objective beam propagates in
the transparent substance, n0 denotes the uniformly distributed
refractive index in the background hologram. Finally, the tem-
perature distribution T(x , y ) or the gas density distribution
ρ(x , y ) can obtained from their relations with the refractive
index n(x , y ) (see Section 5 for details).

4. EXPERIMENTAL RESULTS AND DATA
ANALYSIS

A. Measurement Performance Test

1. Test Results

In the measurement performance test, holograms were only
recorded when the temperature gradient field was dissipat-
ing. One hologram was recorded every second, and a total of
3,400 holograms were recorded. The data processing for each
hologram is shown in Figs. 3(a)–3(e). The positions of the
thermocouples are labeled in the original hologram, shown in
Fig. 3(a), to facilitate the following comparison of the temper-
ature data. Upon zooming in Fig. 3(a), it could be observed
that interference fringes have an inclination angle about 45◦

and the fringes interval is about 2 pixels, so that the +1 order
Fourier spectrum can be extracted via high-pass filtering and is
weakly affected by the 0 order Fourier spectrum, as shown in
Fig. 3(b). The Fourier transform of the hologram is obtained
by fast Fourier transform (FFT), as also shown in Fig. 3(b),
where the +1, 0 and −1-order Fourier spectrums are sepa-
rated from each other. Figure 3(c) shows the distribution of
the complex amplitude, which is obtained by the inverse FFT
(IFFT) operation of the second extracted +1 order Fourier
spectrum. Figure 3(d) exhibits the distribution of the wrapped
phase obtained by the arc tangent operation of the complex
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Fig. 3. Graphical representations of the data processing steps. (a) Hologram recorded at 0 s, (b) Fourier spectra of (a), (c) complex amplitude recon-
structions of (a), (d) wrapped phase of (c), (e) unwrapped phase of (d), and (f ) temperature distributions every 300 s during 3–3300 s.

data in Fig. 3(c). Multiple phase layers can be clearly observed
in the grayscale of the wrapped phase, which implies that there
are different temperature layers and the temperature in each
layer is almost identical. The distribution of the unwrapped
phase obtained by the phase unwrapping algorithm LS-DCT
[44] is shown in Fig. 3(e). The unwrapped phase is smoothly
distributed without any apparent singular point, which suggests
that the phase unwrapping algorithm is reliable. Finally, the
refractive index distribution n(x , y ) is worked out according
to Eq. (4). By the nonlinear quantitative relation between the
refractive index and temperature (Section 5.A), the tempera-
ture distribution [Fig. 3(f )] is obtained. In agreement with our
theoretical anticipation, no obvious buoyancy convection can

be seen during the dissipation of the temperature gradients, and
the temperature distribution gradually becomes uniform.

2. PreliminaryAnalysis

As shown in Fig. 4(a), the temperature gradient gradually
vanishes after the heating/cooling system is switched off. In
particular, after 3400 s, the temperature distribution is almost
uniform and the temperature difference between the top and
the bottom of the chamber is less than 0.8◦C. However, a tem-
perature gradient field still can be identified, shown by the
blue points in Fig. 4(b). The data is from the orange line in
Fig. 4(a). Upon inspecting the blue points in Figs. 4(b)–4(d),
it seems that, as the accuracy of temperature data increases, the
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Fig. 4. Temperature distributions. (a) Temperature distributions at unequal time interval, (b) temperature gradient at time 3400 s [data of the
orange line of (a)] with 10−1 accuracy, (c) same data with 10−2 accuracy, (d) same data with 10−3 accuracy, and (e)–(g) partial enlargement of the
curves in (b)–(d), respectively.

temperature layers increase. But, if we enlarge these pictures
[see the blue points in Figs. 4(e)–4(g)], it can be observed that
the temperature layers first increase, but then become difficult

to identify. Such a phenomenon implies that the measurement
precision has a limit, which can be obtained by a quantitative
analysis as follows.
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Fig. 5. Temperature data recorded by the thermocouples and obtained by DH method. (a) Data recorded by the thermocouples during the
temperature gradient field formation and dissipation. (b)–(e) Comparison of the temperature data of thermocouples T -I , T -II , T -III , and T -IV ,
respectively.

Table 2. RMSE and Fitting Parameters a, b, and c of
the Fitting Curves in Fig. 5 with Different Precisions

Item “0.1” “0.01” “0.001”

a 26.66 26.67 26.67
b −3.282 −3.925 −3.989
c 146.3 149.2 149.5
RMSE 0.03 0.008 0.007

The precision limit analysis model is expressed as

T = a exp

[
−

(
D− b

c

)2
]
, (5)

where T represents temperature, D refers to the depth of water,
and a , b, c are constants. The fitting curves for the temper-
ature data with precisions from 10−1 to 10−3 are shown in
Figs. 4(b)–4(d) (red lines). As shown in Table 2, the RMS error
(RMSE) of the fitting curves [Figs. 4(b)–4(d)] quickly reduces
and then saturates, which clearly suggests that the precision limit
in the temperature distribution measurement is on the order of
0.01◦C.

The comparison between the temperature data recorded
by the thermocouples and that obtained by DH is shown in
Fig. 5. More specifically, Fig. 5(a) shows the temperature data
recorded by the thermocouples during the temperature gradient
formation and dissipation. The first hologram was recorded
when the temperature gradient began to dissipate at 2460 s.
Only the temperature data of thermocouples T − I − I V are

Table 3. MRE of Measurement Error Through the
Comparison of Temperature Data Obtained by
Thermocouples and DH Method

Item T-I T-II T-III T-IV Total

MRE 1.12% 2.69% 1.28% 2.56% 2.00%

compared due to the view field limit in holograms, as shown in
Figs. 5(b)–5(e). The mean relative errors (MREs) are shown in
Table 3. The maximum is about 2.56%, and the global average
is about 2%.

B. Measurement of Gas Density Distribution

1. Experimental Results

The real-time vapor density distribution of the suspended
FC72 droplet is shown in Fig. 6. Five holograms are recorded
every second, and a total of 330 holograms are recorded. The
processing of each hologram shown in Figs. 6(a)–6(e) is similar
to that described above in Figs. 3(a)–3(e). More specifically, due
to the application of the same optical setup, upon zooming in
Fig. 6(a), the interference fringes in the original hologram have
the same inclination angle (about 45◦) and the fringes interval
is about two pixels. Figure 6(b) shows the Fourier transform of
Fig. 6(a), where the positions of +1, 0, and −1 order Fourier
spectrums are basically the same as those in Fig. 4(b). The com-
plex amplitude distribution [Fig. 6(c)], the distributions of the
wrapped phase [Fig. 6(d)], and the unwrapped phase [Fig. 6(e)]
are all obtained by the same operations and algorithms used in
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Fig. 6. Data processing for the gas density measurement. (a) Hologram recorded at 100 s, (b) Fourier spectra of (a), (c) complex amplitude recon-
structions of (a), (d) wrapped phase of (c), (e) unwrapped phase of (d), and (f ) gas density distribution every 30 s from time 0 to 330 s.

the measurement performance test above. Unlike the wrapped
phase in Fig. 3(d), the wrapped phase in Fig. 6(d) has only one
bright area and one dark area that can be distinguished, indi-
cating that the phase change is less than 2π , which meets the
anticipation of a low refractive index for the droplet vapor. In
addition, the distribution of the unwrapped phase [Fig. 6(e)]
is similar to that of the wrapped phase [Fig. 6(c)], which again
confirms that the phase distribution variation is less than one 2π
period, and the droplet vapor is characterized by a low refrac-
tive index. The refractive index distribution n(x , y ) could
be worked out according to Eq. (4). By the linear quantita-
tive relation between the refractive index and the gas density

(Section 5.B), the vapor density distribution [Fig. 6(f )] also can
be obtained.

2. PreliminaryAnalysis

Figure 7(a) shows a complete vapor density measurement pro-
cedure. The vapor gradually came out as we injected FC72
liquid to generate a droplet. After the injection stopped, the
droplet shrank quickly as the vapor dissipates rapidly. Following
the method above for quantitative analysis of the accuracy
limit, the precision limit analysis model for vapor density
measurement could be expressed as
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Fig. 7. Droplet vapor density distribution. (a) Vapor density distributions with an unequal time interval, (b) vapor density distribution with 10−3

accuracy, (c) same data with 10−4 accuracy, and (d) same data with 10−5 accuracy.

ρ = ρ0+

8∑
i=1

[ai cos (iwx )+ bi sin (iwx )], (6)

where ρ represents the gas density, ρ0, ai , and bi are con-
stants, and i ranges from 1 to 8. The fitting curves for the

vapor density with precisions from 10−3 to 10−5 are shown
in Figs. 7(b)–7(d) (red lines). According to the RMSE in
Table 4 of the fitting curves in Figs. 7(b)–7(d), the precision
limit in the vapor density measurement is on the order of
0.0001 kg/m3.
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Table 4. RMSE and Fitting Parameters ρ0, ai, bi, and
w of the Fitting Curves in Fig. 8 with Different
Precisions

Item/kg/m3 “10−3” “10−4” “10−5”

a0 1.19E+ 00 1.19E+ 00 1.19E+ 00
a1 −5.37E− 04 −4.42E− 04 −4.43E− 04
b1 −5.72E− 05 −4.80E− 05 −4.85E− 05
a2 4.44E− 04 3.47E− 04 3.47E− 04
b2 9.47E− 05 −9.72E− 05 −9.95E− 05
a3 −3.19E− 04 −2.55E− 04 −2.54E− 04
b3 −1.01E− 04 7.39E− 05 7.51E− 05
a4 1.93E− 04 1.54E− 04 1.52E− 04
b4 7.79E− 05 −1.02E− 04 −1.04E− 04
a5 −9.35E− 05 −9.04E− 05 −8.93E− 05
b5 −3.90E− 05 6.87E− 05 6.96E− 05
a6 3.33E− 05 4.46E− 05 4.26E− 05
b6 2.68E− 06 −5.84E− 05 −5.91E− 05
a7 −1.31E− 05 −2.49E− 05 −2.58E− 05
b7 1.46E− 05 3.19E− 05 3.20E− 05
a8 1.72E− 05 5.37E− 06 5.59E− 06
b8 −7.79E− 06 −2.43E− 05 −2.36E− 05
w 4.66E− 01 4.36E− 01 4.36E− 01
RMSE 1.53E− 04 5.01E− 05 3.95E− 05

5. DISCUSSION

As mentioned above, the liquid temperature has a nonlinear
quantitative relationship to its refractive index, whereas the
gas density has a linear quantitative relationship to its refrac-
tive index. In the following, we individually discuss specific
numerical calculation methods for the two relationships. We
also discuss the effect of the environment disturbance.

A. Nonlinear Quantitative Relationship between
Temperature and Refractive Index of Deionized
Water

Although the Lorentz–Lorenz formula [30] says that the refrac-
tive index n depends nonlinearly on the temperature T, the
quantitative relation could be obtained by a polynomial fitting
method [31,45] with all the data listed in Table 5. These data
come from the “CRC Handbook of Chemistry and Physics”
[46]. These data were obtained by formulations [47], and
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Fig. 8. Quantitative relationship between refractivity and water
temperature.

between 5◦C and 60◦C in the visible wavelength was much
more reliable with an uncertainty of 6× 10−6.

In our experiments the optical wavelength is 632.8 nm, and
the range of temperatures is 15◦C–40◦C; and both of them
are well within the high reliable data range in Table 5. A cubic
polynomial fitting result is obtained with the data at wavelength
632.8 nm in Table 5 and is given by

n(T)= a1T3
+ a2T2

+ a3T + nc , (7)

where a1 = 5× 10−9, a2 =−2× 10−6, a3 =−1× 10−5, and
nc = 1.3331. nc is refractive index of the fitting curve when
T is 0 and the wavelength is 632.8 nm. Although it is not the
exact value 1.33306 in Table 5, the conformity 1-(|1.3331-
1.33306|/1.33306) is higher than 99.99%. Figure 8 shows the
curves of the fitting data and original data.

The correlation coefficient r of the fitting curve is

rn,nTable =

∑N
i=1 (ni − n̄)(nTablei − n̄Table)√∑N

i=1 (ni − n̄)2
√∑N

i=1 (nTablei − n̄Table)
2
× 100%,

(8)
where n is the refractivity data of the fitting curve, and nTable is
the data in 632.8 nm in Table 5. N = 11 is the total amount of
data in one column of Table 4. It is obtained that r ∼= 99.99%,
which indicates that Eq. (7) has well described the nonlinear
quantitative relation between the temperature and refractive
index in deionized water. Combining Eq. (4) with Eq. (7), the
temperature can be expressed as

Table 5. Water Refractive Index Dependency with Temperature and Wavelength
a

T/◦C 226.50 nm 361.05 nm 404.41 nm 589.00 nm 632.80 nm 1.01398 mm

0 1.3945 1.34896 1.34415 1.33432 1.33306 1.32612
10 1.39422 1.3487 1.34389 1.33408 1.33282 1.32591
20 1.39336 1.34795 1.34315 1.33336 1.33211 1.32524
30 1.39208 1.34682 1.34205 1.3323 1.33105 1.32424
40 1.39046 1.3454 1.34065 1.33095 1.32972 1.32296
50 1.38854 1.34373 1.33901 1.32937 1.32814 1.32145
60 1.38636 1.34184 1.33714 1.32757 1.32636 1.31974
70 1.38395 1.33974 1.33508 1.32559 1.32438 1.31784
80 1.38132 1.33746 1.33284 1.32342 1.32223 1.31576
90 1.37849 1.33501 1.33042 1.32109 1.31991 1.31353
100 1.37547 1.33239 1.32784 1.31861 1.31744 1.31114

aFrom [46]
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T = Y −
a2

3a1
, Y = 2

√
−p cos(α + 240◦), α

=
1

3
arccos

−q
√
−p

p2
, (9)

where p and q are expressed as

p =
a3

3a1
−

a2
2

9a2
1

, q =
n0 − n̄

2a1
+

a3
2

27a3
1

−
a2a3

6a2
1

. (10)

When the deionized water temperature is uniform at
T0 = 25.2◦C, the n0 in Eq. (4) can be defined by Eqs. (9)
and (10). d0 is defined as the width of the chamber [see Fig. 2(a)]
and d0 = 30 mm.

B. Linear Quantitative Relationship between Gas
Density and Refractive Index

According to the Gladstone–Dale law [48], the linear rela-
tionship between gas density ρ and refractive index n is
expressed by

n(ρ)= 1+ KGDρ, (11)

where KGD stands for the Gladstone–Dale constant, depending
on the measurement wavelengthλ, as [49]

KGD(λ)∼= 2.24× 10−4
·

(
1+

7.52 · 10−3

λ2

)
(m3/kg), (12)

where the λ unit is µm. In this paper, the measurement wave-
length λ is 632.8 nm, so the KGD is about 2.28× 10−4 m3/kg.
For convenience, combined with Eq. (4), Eq. (11) also could be
expressed as

ρ (n)=
n̄−1

KGD
. (13)

Before the droplet generates and the vapor comes out,
the uniform air density ρ0 can be worked out according to
CIPM-81/91 [50–53] as

ρ =
0.34848p − 0.009 (r h)× exp (0.062T)

273.15+ T
, (14)

where p denotes the ambient pressure (mbar), r h is the rela-
tive humidity (%), and T is environmental temperature (◦C).
Using the laboratory environment parameters p ∼= 1013 atm,
r h ∼= 40% and T ∼= 25◦C, we obtain ρ0

∼= 1.184 kg/m3.
Substituting the ρ0 into Eq. (11), n0 could be obtained. d0

is defined as the distance between mirror M1 and lens L2 in
Fig. 1(a) and d0 = 400 mm.

C. Effect of Environment Disturbance

In the vapor density distribution measurement, the background
hologram (H0) contained no sample (a droplet and its vapor).
However, in the performance test, the background hologram
(H0) contained a sample (the 25.2◦C deionized water) that indi-
cated the water temperature measurement was actually a relative
measurement. Such a relative measurement offers a chance to
assess the influence of environment disturbances on our optical
setup. Therefore, with a new data processing method, we repro-
cessed the holograms recording the deionized water temperature
changes. The new data processing method only changes the way
to obtain the phase as follows. The kth hologram phase distribu-
tion1ϕobjk(x , y ) is obtained by summing1ϕobjk−1(x , y ) and
1ϕk(x , y ) and is expressed as

1ϕk(x , y )= arctan

{
Im [Ik(x , y )/Ik−1(x , y )]
Re[Ik(x , y )/Ik−1(x , y )]

}
+1ϕ2π (x , y ), k = 1, 2, . . . , N

1ϕobjk (x , y )=1ϕobjk−1
(x , y )+1ϕk(x , y ), (15)

where N is the total number of the recorded holograms, except
the background hologram H0.1ϕobjk−1(x , y ) is the phase dis-
tribution of k-1th hologram.1ϕk(x , y ) is the phase difference
between the kth and the k-1th hologram. Therefore, the new

Fig. 9. Comparison of the temperature data by the old data processing method and the new one. (a)–(b) Comparison of data at the thermocouple
positions T-I , T-II , T-III , and T-IV , respectively.
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Table 6. MRE of the Environment Disturbance Error
through the Comparison of the Temperature Data
Obtained by the Two Different Data Processing
Methods

Item T-I T-II T-III T-IV Total

MRE 0.45% 0.43% 0.47% 0.52% 0.47%

data processing method only requires replacing Eq. (3) with
Eq. (15), and the other steps remain the same.

The comparison between the temperature data obtained
using the old data processing method and that obtained with the
new one is illustrated in Fig. 9, where T − IH ∼ T − I VH are
the data using the old method, and T − IHr e ∼ T − I VHr e
are the results using the new one. The MREs are shown in
Table 6. The maximum is about 0.52% and the global average
is about 0.47%, which means that the environment influence
on our setup is limited, and the temperature results in the
measurement performance test are reliable.

6. CONCLUSION

In this paper, we have built an optical setup based on the Mach–
Zehnder interferometer. The measurement performance of the
setup has been assessed by comparing the measurement results
of the distribution of temperature gradients by thermocou-
ples and by the DH method. The comparison has shown that
the MRE of the measurement error was about 2.0%, and the
MRE of the environment disturbance error was about 0.47%.
This indicates that our setup could be reliably used in the real-
time measurement of vapor density distribution of suspended
droplets.

A quantitative method to assess the precision limit has been
applied, in which the accuracy corresponds to the saturation
point of the RMSE of the fitting parameters. The measurement
precision of our optical setup is on the order of 0.01◦C for tem-
perature distribution and about 0.0001 kg/m3 for gas density
distribution. In addition, the vapor density measurement results
have shown that the phase distribution was less than one 2π
period; i.e., the droplet vapor has a low refractive index.

In conclusion, we have successfully applied the DH tech-
nique to quantitatively measure the density distribution of a low
refractive index transparent substance (i.e., the droplet vapor)
and we have performed a measurement performance test, which
proved that a temperature gradient in deionized water could be
reliably measured and also indicated that our optical setup was
reliable and robust. We believe that the measurement precision,
reliability, and robustness of our setup make it a good choice
to be a prototype to measure the vapor density distribution of
droplets in the TPSR of CSS. In particular, our optical setup rep-
resents a prototype layout, which could be further engineered in
the future. When making the reference beam coincide with the
objective beam’s curvature, our setup, to the best of our knowl-
edge, could obtain better contrast fringes in the holograms.
This will be the subject of further investigation, together with
further setup optimization to improve measurement reliability
and precision. We also note that the droplet inner and outer
gradients could be analyzed and inversed with an appropriate

light scattering model under certain conditions [54]. Further
research will explore this assumption in the future.
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