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ABSTRACT

The thermodynamic state changes during selective laser melting (SLM) pro-

cessing dominate the microstructure and mechanical properties of the built

parts. Improper operational parameters often lead to uneven microscopic

morphology, microcracks, distortions, and other failures. The key to controlling

the microstructure of the forming metal lies in an in-depth understanding of the

micro-scale thermodynamics of this process. A micro-scale thermodynamic

model was developed herein to predict the microstructure and internal stress

evolution in parts fabricated by SLM with two typical scanning strategies. The

modified two-temperature (TTM) model was employed to discover the domi-

nant interface thermodynamic phenomenon in unitary path scanning and the

novel symmetrical multi-path scanning capable of reliving residual stress and

homogenizing microstructure. The real-time identifying method of temperature,

microstructure, and stress could be further applied to closed-loop control of the

SLM process.

Introduction

Selective laser melting (SLM) is one of the most

widely used additive manufacturing forming tech-

nology for metal parts in decades [1–3]. Although this

rapid prototyping technology has achieved pounds

of progress in theory and practice with high

machining precision, it is still facing the challenges of

controlling the residual stress accumulated during

layer-by-layer melting and solidification, which hin-

ders its further application in cutting-edge and high-

end fields [4–7]. The inadequate or excessive phase

changes retained in the deposited layers after the

SLM process induce uneven residual stress distribu-

tion and further unavoidable failures not selective to

material, time, or location, such as common cracks

and distortions, directly reducing the printing

formability [8, 9]. This problem puzzles hot section

components, large bridge structures, thin-walled
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overhanging parts, and other complex components

particularly. The laser printing of SLM experiences

thermodynamic processes in multiple time scales and

space scales, such as microstructure evolutions after

directly laser melting, molten pool behaviors in

mesoscale, solid–liquid phase transition as path

scanning, and additional re-melting during scanning

of next layer. As a result, the defects can emerge in all

space and time scales, for example, microcracks

growth engendering the fatigue failure, brittle frac-

turing, and stress corrosion during the service period

of the SLM-fabricated parts [10–12], which is

responsible to lower high cycle fatigue strength even

after hot isostatic pressing (HIP) than that in forging

parts [1].

Our recent review [13] has systematically analyzed

the methodologies to mitigate residual stress in

numerical modeling, experimental characterization,

parameter effects, pre-treatment, and post-treatment.

Alleviating the high temperature gradient based on

the critical temperature gradient mechanism (TGM)

proposed by Mercelis and Kruth [5] is the current

emphasis. A series of thermo-mechanical analytical

models were developed which can roughly estimate

the thermal stress distribution. Simulations and

experiments related to TGM have achieved remark-

able progress for certain materials as well, substan-

tially relieving the distribution of residual stress and

distortions. Unfortunately, lacking understanding of

the microphysical mechanism, such trial-and-error

solutions consuming a lot in computation resources

and experimental versatility are not thorough and

universal enough. The multi-scale characteristic of

thermal–material–mechanical coupling in the SLM

process makes it unrealistic to control residual stress

only by a macro continuum mechanical model [14].

Considering that the unitary laser-powders interac-

tion of SLM is within laser spot (in micro- and

mesoscale), it is worthy to explore the relationship

among the thermal field, microstructure, and force

field on a smaller scale during metal powders rapidly

evolving into solids, for eliminating the residual

stress fundamentally.

Some enlightened attempts in mesoscale or micro-

scale are emerging and developed rapidly in recent

years. As a breakthrough to identifying individual

powder sintering, the lattice Boltzmann method was

introduced by Carolin Körner’s team [15] and has

evolved into a three-dimensional simulation frame-

work covering multiple subprograms of physical

fields from a simple two-dimensional model [16].

Established by kinds of software packages such as

ALE3D, CFD-ACE ?, and OpenFOAM, the mesos-

cale analysis models pay more attention to the laser–

material interaction phenomena and mechanisms in

molten pool size such as melt flow, spattering, and

voids [17]. The microscopic modeling of the SLM

process is considered in the initial stage. Powerful

methods in microanalysis such as the Monte Carlo

method and Molecular Dynamic method (MD) have

been adopted to predict some thermo-mechanical

characteristics of powder material. The Monte Carlo

method has great advantages on uncertainty analysis

during the energy transfer between energetic free

electrons and material atoms [18–20]. It has been

employed to simulate the grain growth during the

multi-layer deposition of Inconel-718 to analyze the

effects of melt flow rate and shape on the inhomo-

geneity microstructure of AM parts [21]. The MD

calculation has also been implemented to acquire

related thermal and flow properties needed in macro

simulation [22]. Besides, an equivalent laser source

model derived by microphysical mechanisms greatly

improves the prediction accuracy of part distortion

and residual stress in the macro model [23]. From a

micro perspective, these attempts have found some

unusual phenomena and in-depth laws that differ

from the macro model but are slightly less systematic.

The multi-scale modeling combined the advantages

of the macro model (global fast predicting of part

forming) and micro model (real-time local recogniz-

ing of physical mechanisms), which is promising for

realizing the closed-up control of residual stress in

the SLM process [24, 25]. Its maturity is also a key

condition to realize the preparation of hierarchical

structure and material-function integration by the

SLM process [26–28].

Some studies have primarily investigated the

effects of thermal parameters in micro-scale of the

SLM process on the evolution of macro residual

stress[29]. The direct thermo-mechanical coupling in

micro-scale and basic micromechanisms of the SLM

process is arduous and has breakthrough signifi-

cance. Especially, the quantitative description of

residual stress is truly needed. Fortunately, there

have been articles emerging recently, focusing on the

SLM process in the atomic scale and covering the

study of parameter space, phase change, and

microstructure evolution [30, 31]. Our group expects

to establish a systematic multi-scale framework to
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realize the precise control of residual stress of parts

fabricated by SLM. The first thing to do is to develop

the micro SLM model, which is the underlying core

of the multi-scale framework. Therefore, we pro-

posed a micro-scale model with a volumetric laser

source to hunt the evolution law of microstructure

and quantitatively identify the local temperature and

stress fields.

Unitary scanning

Unitary scanning modeling

As mentioned above, an individual method like the

finite element method (FEM) cannot describe the

complex coupling of multi-physics fields in the SLM

process precisely [13, 32]. Hence, we expect to further

explore the micro-scale modeling of its basic ther-

modynamic process. The molecular dynamics

method is the cornerstone of the micro-scale numer-

ical model, which has been calculated by an excellent

open-source software—large-scale atomic/molecular

massively parallel simulator (LAMMPS). As shown

in Fig. 1a, a hexagonal close-packed (HCP) titanium

cluster model with a radius around 6A after the

relaxation at 300 K for 500 ps was built firstly. As a

template, it was deposited randomly on the substrate

layer model in Fig. 1b forming a powder layer

approximately 5 nm high. The simulation region

contained a total of 104,844 atoms, which were

examined in large batches to balance the convergence

of the calculation engine and computation con-

sumption. Periodic boundaries were set in both the X-

and Y-directions with non-periodic, shrink-wrapped

boundaries set in the Z-direction to prevent atoms

from evaporating out of the simulation box during

laser melting. The initial atom temperature is 300 K.

The depth of the incident direction is far less than

10 nm, which does not satisfy the assumption of a

surface source. Thus, we introduced a volumetric

source as shown in Fig. 1(c) that has Gaussian dis-

tributing on laser radial plane and attenuating and

aligns Lambert–beer law in the laser incident

direction:

q ¼ I0ð1� RÞ exp �
x2 þ y2
� �

r2

� �
expð� LZ � L0

L0
Þ; ð1Þ

where I0 is the input volumetric energy density and

R is the laser reflectivity set to 0.55 for Ti.LZ is the

incident distance from upper cluster to deposited

layer interface, and L0 is the absorption distances

which is set to 65A. The energy input is located in the

midpoint of the top powder layer in Fig. 1b. Note that

the unit of energy source derived from the energy

balance partial differential equation is energy per

unit time consisting of the units in LAMMPS for

Figure 1 Framework of

micro-scale model for

selective laser melting in

unitary single-point scanning.
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mass, length, and time which is equivalent to 10 mJ/

cm2.

There are multiple time scales during laser inter-

acting with metal powders, such as electron-to-elec-

tron energy diffusing to quasi thermal equilibrium

with the Fermi Dirac law in hundreds of femtosec-

onds, electron-to-phonon energy relaxation less than

1 ps, and phonon energy transporting between metal

lattice over tens of picoseconds. The two-temperature

model (TTM) proposed by Kaganov et al. [33] is

helpful to describe these energy couplings clearly.

We successfully imported a modified TTM energy

source to the MD system for unitary laser scanning

by the Atom-to-Continuum package (AtC). In this

extended TTM [34], the energy transport of the pho-

non system in the FE system is replaced by the atom

system (energy changes between kinetic energy and

potential energy) adhering to the law of energy con-

servation [34]. Through the node shape function,

node temperature obtained by TTM achieved direct

bidirectional coupling with atom kinetic energy.

Besides building the MD system of selective laser

melting, a series of setups are needed for TTM cou-

pling, such as specifying FEM fields, meshing the FE

domains, assigning the related material file, initial-

izing the thermal control method, and associating

element tags with laser-affected areas. Because the

MD region was fully overlapped the FE domains,

there was no need to set an added fictitious boundary

between the MD and the FE regions to control the

thermal flux. The FE region of the laser has meshed to

uniform elements as shown in Fig. 2. Consistent with

the atomic temperature, the initial phonon and elec-

tron temperatures were both set to 300 K ensuring an

equilibrium state for loading the three-dimensional

Gaussian laser source. The laser–material interaction

of the SLM process based on the extended TTM was

activated by the dependent Verlet time-integration

algorithm. The law of Gaussian least constraint,

which is capable of describing both instantaneous

and local propositions, was applied in the AtC

package to construct the isokinetic thermostat which

controls the interior thermal flux within the MD

domain after electron energy relaxation.

Temperature fields in multi-time scales

The coupling process of laser energy and powder

layer is mainly divided into three stages: electron-to-

electron, electron-to-phonon, and phonon-to-phonon

[34]. The first two stages involve two systems, so we

employed the two-temperature model to simulate the

direct energy transfer. The temperature fields of the

TTM laser source coupling stages calculated by the

AtC package are shown in Fig. 2. After about 2.5 fs

(at the time A in Fig. 2b), the electron energy diffused

radially and downward to a quasi-equilibrium state.

Comparing Fig. 2a and Fig. 2b, the phonon temper-

ature curve had the same trends but lower amplitude

as electron temperature at the same node in the FE

system derived by the two-temperature model. The

phonon temperature gradually increases to balance

with the electron temperature, completing the energy

coupling of electron to phonon. It can also be

observed from Fig. 2 that the amplitude of atomic

temperature is close to that of node temperature,

which proves the successfully coupling between the

MD system and the FE system. Through shape

function and energy conservation theorem, the

atomic temperature matched with the node temper-

ature in similar coordinates to replace the phonon

energy diffusion in the MD system. The kinetic

energy of clusters within laser spot increased rapidly,

causing outer atoms to gradually dissolve and scatter

into the interiors of neighboring powders.

Besides atomic temperature, the local temperature

of the laser melting region in different heights is

provided by Fig. 3 as well. The entire model was

divided every 5A distance along the z-axis starting

from the origin O in Fig. 1. Through grasping the

propagation of local temperature histories in the

multi-time scale, the second primary temperature

gradient that rises upward from the interface to the

top powder layer was found beside the radial tem-

perature rising. As shown in Figs. 3a and b, it is

worth noting that in the stages of electron-to-electron

and electron-to-phonon energy diffusion, the region

around 60A height experienced the highest average

temperature among the overall simulation region.

This phenomenon indicates that the interface

between the bottom powder layer and deposited

substrate layer absorbed more electron energy from

the laser source, further reflecting partial energy to

upper particles. Thus, a new path of heat flux formed

beyond the initial radial propagation path of direct

laser energy. Otherwise, the chaotic distribution of

particle coordinates and the massive gaps between

metal powders resulted in the oscillation of local

average temperature which is more obvious than that

in the deposited substrate layer.
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It is summarized from Figs. 2 and 3 that induced by

the two-temperature laser source, there are two pri-

mary paths of atomic heat transfer in the powder

layer, which are along the laser radial direction and

upward from the interface, respectively. The large

top-to-bottom temperature gradient heralds the

dominant position of the interfacial thermal path to

the subsequent evolutions of phase transition and

force field in the powder layer.

Microstructure evolution

Figure 4a shows that at first, the melting of the

powder layer synchronously started from two

regions that the central area near the laser direct

heating region in Fig. 1(c) and the bottom near

interface then expanded radially and upward.

Affected by the direct energy coupling of electron-to-

phonon laser heating as shown in Fig. 2, the central

area of the cluster layer formed a significant radial

temperature gradient, which leads to the expansion

of melting along the radial direction. The other

melting direction was consistent with the heat

transfer path detected from Fig. 3, confirming that

the interface has received massive electro-energy

than the region at other heights and formed a bottom-

up thermal reflection. Tracking back to the origin, this

phenomenon can be explained by the difference in

atom distribution between the cluster layer and

deposited substrate layer. There are fewer direct

energy contacting points between neighboring pow-

ders due to spherical shape than that in continuum

deposited substrate layer, leading to a large number

of internal cavities at the same time.

As the result of internal cavities of the powder

layer, part of the incident laser energy can be directly

transmitted to the interface, and benefiting from the

leak-tight atomic arrangement, more atoms on the

interface can be activated by the immediate laser

energy than that on the powder layer within same

spot range. Furthermore, the back-and-forth reflec-

tion of electron energy in the cavities consumed a lot,

hindering its transport, whereas the conduction loss

of electron energy between interface atoms is much

less. Thus, the primary temperature gradient arises

from the deposited layer interface resulting in melt-

ing direction from bottom to top of the powder layer.

Figure 2 Radial temperature fields in electro-coupling scales: a

the electro-temperature distribution along Vector0 (O1O2) at time

A; b the time-varying electro-temperature cure of Nodel[4191]

(location at point O1); (3) the electro-temperature distribution

along Vector0 (O1O2) at time A.
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The Ackland–Jones analysis was employed to

characterize the evolution of phase change which is

shown in Fig. 4b. A distinct phenomenon is observed

that the melted cluster layer solidified layer-by-layer

into an HCP lattice structure from bottom to top. The

decreasing of temperature gradient as the heat of

molten cluster layer transporting to the deposited

substrate layer is responsible for this phenomenon.

Both melting and solidification processes all proved

that interfacial energy transfer dominates the entire

thermodynamic change of unitary scanning of the

SLM process. The interface atoms of the deposited

substrate layer firstly absorbed a large amount of

electron energy from the laser source and then

transmitted them to both sides, driving the bottom-

to-up melting and solidification direction of the

clusters.

Residual stress identifying

The 6-element stress tensor per atom in the MD sys-

tem calculated by LAMMPS is shown in formula (2)

as follows:

Sab ¼ �mvavb �Wab; a; b 2 ðx; y; zÞ; ð2Þ

where a; b denote the specific stress component (for

example, rxx is the diagonal components in the x-

axis). �mvavb is a kinetic energy-related term. The

other term �Wab is derived by the Viral theorem

representing intra- and inter-molecular interaction in

the entire system. The computation of the Viral con-

tribution has been described in detail in the literature

[35]. For delineating the atomic stress, we imported a

concept similar to hydrostatic pressure, using the

average of principal stress to estimate the magnitude

of the atomic stress. Note that the stress tensor

directly computed by LAMMPS is a ‘‘pres-

sure 9 volume’’ quantity.

Calculating the volume for an individual atom is

difficult, especially for metal forming. Although there

are methods such as the Voronoi method to roughly

estimate atomic volume during the simulation pro-

cess, it introduces new errors and is unnecessary.

Therefore, we first measured the severity of the

residual stress using the atomic stress in LAMMPS’s

unit (‘‘Bar�A3’’ for ‘‘metal unit’’) without divided by

atom volume as shown in Fig. 5, and then selected a

reasonable method to divide the model for calculat-

ing the local stress in formula (3) [36]:

rvol ¼
X

i¼xx;yy;zz

ri=ð3 � volÞ; ð3Þ

where rvol denotes the local stress, ri is the princi-

pal stress tensor, and vol represents the local volume

for the selected titanium region. By formula (3), the

distribution of local residual stress having macro-

scopic meaning was obtained.

After undergoing melting, the cluster layer began

to solidify with the liquid phase transforming into the

HCP phase similar to the deposited layer, which is

obvious in the partially enlarged image shown in

Fig. 5(d). As shown in Figs. 5a-(c), the inhomogeneity

of the cluster layer microstructure becomes more and

more severe from the interface to the top cluster,

which exacerbates the residual stress in the upper

Figure 3 Local temperature fields of different heights: a electron-

to-electron energy diffusion stage; b electron-to-lattice energy

coupling stage; c lattice temperature relaxation stage.
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region and forms an evident boundary above the

regular HCP structure in the enlarged view of

Fig. 5(c). Even though the temperature rise is insuf-

ficient to cause large-scale phase changes, it still lead

to sporadic dislocation and unbalanced local stress in

the deposited substrate layer (see Fig. 5b). It was also

observed that the HCP grain boundary is consistent

with the atomic stress contour from Fig. 5(c).

The local volume can be selected as required for

specific geometry when calculating local stress. Here,

we take the midpoint of the interface as the center,

and every 10A, take the hemispherical ring in the

powder layer and the deposited layer as the local

volume statistical range as is shown in Fig. 6. Firstly,

during the cooling and solidifying of the bottom

cluster layer, the internal tensile stress was generated

because of the confinement of the underlying

deposited layer. Then, as the solidification spreads

upward, each new solidified layer is subjected to

tensile stress from below the powder layer. Accord-

ingly, part of the stress in the previously solidified

phases will be transformed into compressive stress to

balance the tensile stress above it. Looping as the

above manner, staggered distribution of tensile stress

and compressive stress in the solidified powder layer

was formed effected by asynchronous solidification

and shrinkage, which is consistent with the local

stress distance–varying curve and distribution con-

tour of powder layer in Fig. 6. However, the heat

transfer is unidirectional in the deposited layer.

Therefore, this region experiences pure thermal

expansion that induced uniform tensile stress. The

overall stress level in the deposited layer is lower

than that in the granular layer as the curves in Fig. 6

show. Due to the heat reflection and heat conduction

effects of the interface, the surrounding particles

became the earliest area that experienced melting and

solidification, making it become the most syn-

chronous thermodynamics area. The powder layer

above the interface which is in uniform microstruc-

ture after full phase change has a lower residual

stress level than that in the top layer with chaotic

texture.

In summary, decided by the asymmetry of the laser

energy loading, the inconsistency between heat flux

and dissipation conditions throughout the cluster

layer resulted in asynchrony phase change and

staggered residual stress. The local stress in the

interface has been balanced by the powder layers

below and above. In addition, the center of the

interface has a sharp rise of residual stress that may

be affected by the intense reduction of local volume.

The heterogeneous microscopic stress distribution

has a close relationship with the asymmetric multi-

path heat transfer of instantaneous high electron

energy. As and result, the laser radiation and cooling

times are crucial to the final state. Insufficient cooling

time exacerbates the residual stress accumulation.

Figure 4 Phase state and

microstructure evolution of

titanium cluster powder.
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More seriously, the reinforcement effect of high

processing speed further hinders the formation of a

uniform and free-residual stress microstructure.

From this perspective, the residual stress can be

effectively reduced through the auxiliary measures of

stress releasing or the implemented processing that

alter asymmetric heat transfer to fulfill complete and

uneven phase change.

Electron-atom energy coupling mechanism

The stress states of the cluster and deposited layers

after solidification have a close relationship with the

heat transfer mechanism of selective laser melting.

Through the above analysis of temperature field,

phase change, and stress distribution, we draw the

electro-energy evolution in Fig. 7.

Inspired by these microscopic physical phenom-

ena, we proposed the following theoretical model

combined by the traditional two-temperature model

with the unique interface and interior thermody-

namics mechanism:

qcecce hce
�
¼ �r � qce � gc þ qcerie þ n � qre

qcpccp hcp
�
¼ �r � qcp þ gc þ qcprip

; ð4Þ

where qce and qcp are the respective equivalent

mass densities of the electro- and phono-systems in

the cluster layer which are equal to the total atomic

masses divided by the particle layer volumes, c is the

heat capacity coefficient for the temperature field h of

the electro- and phono-systems, respectively, qce and

Figure 5 Atomic stress distribution for the solidified cluster layer at 55 ps: a the three-dimensional distribution; b–d the atomic stress of

main views and their local amplification.
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qcp are the heat fluxes transported in the respective

systems, g is the well-known electro-phono coupling

rate, qcerie and qcprip are the operators for the external

source (immediate electro-energy), and n is the out-

ward unit normal vector. The terms n � qre and n � qrp
are destitute in the original TTM and represent the

interface fluxes generated by the reflected electro-

and phono-energies, respectively. The heat fluxes qce
and qcp are derived from the Boltzmann transport

equation and have the following typical form corre-

sponding to diffusive Fourier behavior:

qce ¼ �kcerhp; ð5Þ

where kce is the conductivity tensor which is consant

for isotropic material and has been extended to

Figure 6 Quantitative

identification of local residual

stress in hemispherical ring

regions every 10A radius.

Figure 7 Electron-to-atom

energy coupling model of

selective laser melting in

micro-scale.
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satisfy pure disorderly stacked powder flows

according to [37] as follows:

kce ¼ kce0h
1=2
p I; ð6Þ

where the modified kce is proportional to the square

root of the local average temperature of the clusters

via kce0 (a conductivity coefficient determined by the

material, cluster geometry, and arrangements of the

clusters). Increasing the number of small particles

and/or clustering them closer to each other increases

kce0. As the structure of the particle layer approaches

homogenous isotropic material, kce0h
1=2
p approaches

the heat conduction constant. Because the heat con-

duction efficiency of electron and phonon energy in

the granular layer is much lower than that in the

homogeneous continuous deposited layer, the time

needed for electron energy diffusion from the inter-

face spot area to the entire interface (less than 0.1 ps)

can be ignored. Hence, the diffusion of the interface

electron energy from the contact point to the cluster

layer is introduced into the two-temperature model

as a heat flux reflected by the interface. In fact, the

presence of particle voids causes energy that should

have been deposited on the cluster layer reaches to

the interface, forming an enhanced energy gradient at

the interface that accelerates the temperature rise and

melting of the underlying particles. The energy

deposited at the interface can be obtained from the

laser surface energy density as follows:
Z

oX
i

n � qre ¼ Rd

Z

oXl

n � qie; ð7Þ

where Xi is the complete integral domain of the

interface, Xl is the laser spot integral domain of the

interface, qie is the laser energy density that directly

interacts at the interface, and Rd is the reflection ratio

of the homogeneous deposited layer material.

Reference [38] provided temperature gradients at

different depths of the macro SLM process. Under the

action of the similar volume Gaussian heat source,

along the incident direction of the laser, the magni-

tude of the temperature gradient (G) first increases to

a maximum value and then begins to decrease. The

maximum magnitude of G appears near the powder–

solid interface. Since there is no other heat source

term in the energy equation, this also confirms that

the heat in this system increases originating from the

boundary condition of the interface. We further nor-

malized the temperature gradient and depth of this

article and reference [38]. Calibrating the interface as

zero to normalize the depth, the distance above the

interface is positive, and vice versa. The normalized

temperature gradient is named G’. As shown in

Fig. 8, the trend of the two temperature gradients

shows a high degree of concordance, which proves

that the heat transfer path reflected the interface

between powder layer and deposited substrate layer

is true and consistent in micro- and macro-scales.

Due to the different source loading, the slope of the

two temperature histories is slightly different.

Multi-path scanning

Multi-path scanning modeling

In ‘‘Unitary scanning’’ section, we have developed a

unitary scanning model of the SLM process and

obtained a unique interfacial thermodynamic mech-

anism. To probe more microscopic mechanisms, the

model has been further extended to multi-path and

multi-layer scanning of SLM. Meanwhile, the com-

position of the powder is also upgraded to a ternary

alloy—Ti6Al4V for more practical purposes. The

main architecture of the extensive modeling is shown

in Fig. 9, which can be divided into two main cores:

the control method for the multi-path printing and

the layer-by-layer evolving process. For this multi-

layer print, we has chosen a cylinder geometry with a

radius of 54A and a height of 65A as the print object.

After trial and error, it was found that using a ‘‘four-

Figure 8 Normalized temperature gradient distribution in 250 fs

in comparison to reference [32].

J Mater Sci (2022) 57:11918–11933 11927



leaf clover mode’’ shown in Fig. 9a as a multi-circle

scanning path had better filling effects for per cylin-

drical layer and was much easier to fulfill parametric

control for spot moving. The spot coordinate

parameters in ‘‘four-leaf clover mode’’ for layer N is

described in formula (8):

r ¼ R

2N
rN ¼ ð3N � 1Þr

a ¼ 2 arcsin h sin
ðr� l=2Þ

rN

M ¼ round(
p
a
Þ

8
>>>>>>>><

>>>>>>>>:

; ð8Þ

where R is the radius of the entire layer, r is the

radius of the laser spot, rN is the coordinate of initial

spot specified as (rN , 0) of each layer, a is the offset

angle for next spot, l is the hatch distance, and M is

the numbers of laser spot for layer N. The print

direction is counterclockwise along a circular path.

The first key parameter is radius of laser spot r, which

is decided by the layer radius R and the number of

scanning turns N, which was around 9A for three

cycle path printing in this simulation. The second key

parameter of laser scanning control, the hatch dis-

tance l, determines the rotation angle a for the next

laser print point along the circular path. We defaulted

the first scanning circular path to be four mutually

perpendicular light spots, thus determining the hatch

distance per scanning. It is feasible to increase or

decrease the number of scan points for a certain

single circle to change the hatch distance for cus-

tomized requirements. The center of the laser spot

moves according to the scanning speed along the

scanning circle. In this simulation, the scanning speed

is 2.54 m/s, that is, 5000-time steps (0.001 ps) for

individual scanning. Because there are too many

times of laser scanning, it is computationally expen-

sive to adapt to the TTM-based two-temperature

model energy source. In this simulation of multi-path

scanning, we simplify the light source to a cylindrical

uniform light source. The energy densities of the laser

source for the first layer, the second layer, and the

third layer are 50 eV/ps, 80 eV/ps, and 100 eV/ps

respectively, which are equivalent to 6.5 J/mm3,

10.4 J/mm3, and 13 J/mm3.

Figure 9 Modeling of multi-path and multi-layer scanning.
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As shown in Fig. 9b, multi-layer printing is a pro-

gressive process. After a layer has undergone the

melting and solidification process, powder deposi-

tion of this completed layer is needed to perform a

new multi-path laser scan. The cylindrical part in this

study was built by three layers of printing each of

them with three circular tracks, with a total of 117

individual scanning points. Inspired by molecular

dynamics simulations of nanoindentation, the second

feature except for the ‘‘four-leaf clover mode’’ scan-

ning for this extended model is dividing the depos-

ited substrate layer into three layers which from top

to bottom are the heat transfer layer (transferring

energy from the upper powder layer), the thermo-

static layer (withstanding a Langevin thermostat of

300 K to construct a boundary condition similar to

room temperature), and the fixed layer (preventing

the bottom atoms escaping from the box boundary),

respectively. Consistent with the unitary model in

‘‘Unitary scanning’’ section, the powder spreading

process was realized by the ‘‘fix deposit command’’ in

LAMMPS.

Microscopic characterization

We identified the microstructure of the built work-

piece by Ackland–Jones analysis in Fig. 10. After the

printing of each layer finished, the powder layer

would experience relaxation cooling for more than

1000 ps to form a stable structure at room tempera-

ture. As shown in Fig. 10b, the crystalline phase on

the cross-section has an obvious feature: The lamellar

sheet HCP a phase is staggered in the radial direction

and tangent direction of circle scanning path, which

differs from the well-known parallel staggered dis-

tribution of lamellar a phase of Ti6Al4V fabricated by

linear scanning in Fig. 10a. This unique orientation is

related to the ‘‘four-leaf clover mode’’ scanning

introduced in ‘‘Multi-path scanning modeling’’ sec-

tion. As the longitudinal microstructure section

shows in Fig. 10(c), there is no obvious grain

boundary between each layer, and the structure is

relatively uniform, indicating that during the parti-

cles melting, the interface of the lower layer also

remelted to a certain extent, forming an integrated

structure.

3D stress quantification

To quantify the interior residual stress clearly, the

cylindrical workpiece was divided every 10A along

the z-axis direction. Taking its axis as the center,

every local cylinder was divided every 10A radial

distance, thus forming a three-dimensional local

stress distribution contour as Fig. 11a shows. The

calculation of the local stress is counted on formula

(3). On the whole, the local stress level was in a

decreasing trend from top to bottom. In every cylin-

drical region, the local stresses of the central region,

the three middle regions, and the outermost region

were in a staggered distribution of tensile stress–

compressive stress–tensile stress. The compressive

stress of the three middle regions decreases along the

radial direction, and the central region was similar to

the outer. The stress within the individual powder

layer was relatively uniform, while the stress

between the two powder layers had a clear boundary.

Consistent with the conclusions in ‘‘Residual stress

identifying’’ section, the residual stress in the region

near the bottom was relieved as printing progresses,

on the contrary, the stress in the outermost layer was

significant that should be taken seriously. Compared

to a unidirectional scan path, the ‘‘four-leaf clover

mode’’ has natural symmetry which contributes to

the self-balancing of residual stress within each

powder layer.

To further characterize the failure surface of the

printed part, the stress tensor derived from LAMMPS

was employed to calculate the atomic-level stress

triaxiality distribution on the stepped section as is

shown in Fig. 10b. From the overall distribution of

stress triaxiality, atoms with opposite stress states are

alternately distributed, which has the effect of off-

setting the residual stress. The large stress triaxiality

value appeared near the interface of the powder layer

which is easy to cause stress concentration, while the

small stress triaxiality value generally occurred

inside the powder layer which is prone to cause tiny

voids inside.

As an emerging field, the mechanism of metal

particles melting in micro-scale has attracted many

researchers. A series of two-particle melting molec-

ular dynamic models of nickel [39], iron [40], copper

[41], and silver [42] have been performed using the

Nose–Hoover thermostat by Jing Zhang’s team. The

average temperature history curves of whole systems

can be derived along with the diffusion patterns of
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two heated particles. In principle, these processes

were quasi-static isothermal heating in which the

temperature rise of the system increases linearly with

time not being a transient laser plume. These models

concluded that diffusivities were linearly related to

temperature and the external energy mainly

contributed to driving the local phase change sur-

rounding atoms, suggesting that microscopic analysis

is a powerful tool for discovering the direct rela-

tionship of phase change, mechanical properties,

microscopic morphology, and thermal history

between particles. A series of recent studies

Figure 10 Microstructure

characteristic in the

longitudinal and transverse

section at the height 48A.

Figure 11 3D local residual

stress of multi-layer scanning

and stress triaxiality for

stepped section.
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employed the particles in a regular distribution to

study the microscopic melting process of Cu50Zr50

alloy and other metals [30, 33, 43]. However, the two-

particle system or powder layer in the regular

arrangement cannot truly reflect the characteristics of

the SLM material and the energy transfer interior the

layers hardly provide a precise basis for further

shape control. Different from the above research, the

loading of external heat source in this paper was

based on a transient mechanism, and the particle

arrangement in a free and random distribution form

to simulate the real environment of the powder layer.

The model also considered the interaction between

the melted particles, the interface, and the substrate.

For further exploring the microscopic mechanism of

the complete printing process of selective laser

melting, we further imported a ‘‘four-leaf clover

mode’’ for multi-path laser scanning with multi-layer

simulation similar to the actual process, which is

positive to build the subsequent multi-scale frame-

work of the SLM process.

Conclusions

An atomic-scale unitary scanning model of SLM

process coupling with TTM source was proposed at

first to identify the thermodynamic evolution mech-

anism. Through quantitatively identifying atomic

and local temperature, stress, and characterizing

microstructure features, it was found that the inter-

face reflection effect of laser energy is the origin of

energy transferring from bottom to top and dissi-

pating from top to bottom in the powder layer. The

asymmetry of heat paths resulted in uneven phase

change and heterogeneous stress distribution. The

fluctuation of energy of powder layers close to the

interface was more synchronized than other regions

leading to uniform microstructure and lower local

residual stress level.

Next, we extended the model to adapt the multi-

path and multi-layer printing mode. A novel multi-

circle scanning mode named ‘‘four-leaf clover mode’’

with flexible parametric controllability is proposed.

Through the identification of the microstructure, it is

found that the lamellar sheet HCP a phase of the

Ti6Al4V built workpiece staggered along the radial

and tangential directions of circle paths. The quanti-

tative analysis of local residual stress indicates that

the natural symmetry of the ‘‘four-leaf clover mode’’

is conducive to relieving stress.

Thermodynamic characteristics seriously affect the

microstructure and distribution of residual stress,

which are the key to designing parts with low

residual stress levels and crack-free microstructures.

The above models were capable of quantitatively

describing the atomic and local physical quantities

and internal transfer mechanism in real-time, which

is helpful to realize the closed-up control of the SLM

process.
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