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#### Abstract

The shift of resonant frequencies is the working mechanism of a mass resonator sensor. The shift is due to the adsorption of particles, which can change the mass, stiffness and damping of the sensor. Based on the Timoshenko beam model, an analytical model and mathematical solution are proposed to explain the frequency shifts due to the adsorption of multiple particles. The model shows a better accuracy in the scenarios of the high order resonance, the vibration in the viscous environment and under high tension. The inverse problem of identifying multi-particle mass is solved by an iteration algorithm, whose performance is also evaluated for the measured noise and adsorption areas. The mass identification of multiple particles shows a better sensitivity and robustness than that of single particle, which is somewhat surprising but beneficial to mass sensing. The results in this study provide a theoretical basis for the mass identification of multiple particles and are of some help to the practical application.


## 1. Introduction

The application of micro/nano-structures as mass resonators has attracted increasing attention because of their numerous use prospects in molecular detection, such as the detection of drug [1], deoxyribonucleic acid (DNA) [2], virus [3] and gas [4]. Nowadays, based on the dynamic modes to identify attached mass, the sensitivity, swiftness, effectiveness and robustness of a mass resonator are urgent to be improved [5-8].

When a molecule is adsorbed on a nano-mechanical mass resonator, its added mass effect reduces the resonant frequencies of the resonator, which is a high-throughput identification [9]. The measurement efficiency and sensitivity are higher as the dimension of a mass sensor scales down. Therefore, fabricating the micro-scaled or even nano-scaled mass resonator is still an effective approach to achieve a high performance with ultrahigh sensitivity [10]. Furthermore, in order to improve the sensitivity of the device, other effective approaches are the high-order resonance and the high quality factor (Q-factor) [11]. The high-order resonance allows the mass sensors to measure particle masses with a greater sensitivity [12-14], which indicates that the sensitivity increases with mode number. The Q-factor is directly determined by the damping, which is usually related to the dimension, material and environment of mass resonators [15-18]. Using high tensile-stress technology on mass resonators can significantly increase the Q-factor and sensitivity, which
makes a beam behave like a string [19,20]. Because a buckled structure can enlarge frequency shifts as a result of the gas attachment increase [21], the wrinkle structure created by the hydrothermal method enhances the gas analyte response [22]. The suspended microfluidic channels formed by the sacrificial silicon dioxide process are with a high Q-factor, in vacuum, which is suitable for the detection of biological samples, such as cells [23].

Measuring a particle mass is complicated by the issue of determining its position, which makes mass sensing extremely challenging [23]. There are some straightforward methods to determine the particle position, for example, trapping the particles in certain position by filtering them [24]. But the particles in detection are required to be in particular size. Via the least-squares criterion, it is possible to solve the inverse problem numerically [25]. Through the relationship between the frequency shifts and particle mass, position, the calculated mass of one gold bead is in agreement with the actual one [26]. Based on the analytical analysis that has been conducted on the axial vibration of a rod, it shows that the position of one mass can be determined from the frequency shifts of two modes [27], which has been applied on mass sensors [28]. The mass spectrometry based on the nano-electromechanical systems (NEMS) is employed in real time for the mass and position determination of one single protein, which is sensitive on the mass increase [29]. Furthermore, the inertial imaging method is developed on measuring the mass, molecular size and shape of one particle [30]. By using the

[^0]

Fig. 1. Schematic of doubly clamped beam with particles adsorbed on surface.
approximate analytical solution of resonant frequencies, the mass and position of one particle can be decoupled and determined by the three frequencies at most [31]. Moreover, the inverse problem of mass identification together with particle position and axial stress is solved, in which the axial stress can improve the mass sensing [32]. And the inverse problem of a string resonator, the determination of mass, position and surface force induced by one particle, is studied [33]. By using the strain gradient theory to simulate nanoscale effect on the nanorod with concentrated mass, the closed-form expression for the mass is obtained based on the data of frequency shifts [34]. The application of the arrays of nano-mechanical resonators promotes the effectiveness and resolution to reach a reliable result [35].

Compared with the above studies of one particle case, the mass identification of multi-particles is much more difficult than that of single particle. The mass and position of every particle can affect the frequencies of the resonator [36]. In the inversion process, the numerical instability occurs more easily with more variables. To run the inversion program for mass identification, for a case of the Nelder-Mead simplex algorithm [37], the initial guess is vital for the inversion computation. The reason is that the nonlinear relationship between the particle position and the resonant frequency [26] leads to great difficulties, especially for the gradient based algorithms. The focus on the mass identification of multi-particles is to overcome the difficulty brought by this nonlinear relationship. The closed form solution of the two cracks estimation on a simply supported beam [38] provides a theoretical basis for the mass identification of two particles. The scanning method [39] offers an alternative approach for multiple particles or cracks detection. However, to attain a high throughput detection asks for the evaluation of massive samples in a short time [40]. Therefore, for a wider application of the mass sensors such as artificial nose [41,42], the research on the multi-particles mass identification is a necessary step.

In this study, the analytical solution of the doubly clamped beam with multiple particles attached on surface is obtained. The Timoshenko beam model, axial stress and damping effect are used to describe the beam higher-order vibration. With the benefit of an integral transformation to reduce the oscillation relationship between frequencies and particle position, the mass identification process of solving the inverse problem is improved. In comparison with the results of three dimensional finite element method (3D-FEM) and experimental results, the method of the present model is validated, whose sensitivity variation with axial stress and damping is also investigated. The results obtained by solving the inverse problem are also validated by comparing with those of 3D-FEM. Furthermore, the analysis on the impact of the noise effect of frequencies and the initial positions of inversion process is presented, which can be very helpful to the design of mass resonator sensors.

## 2. Frequency shift from attached mass from mechanical model

Fig. 1 is a schematic diagram of a doubly clamped beam with several particles adsorbed on its surface. The beam length, width and thickness are denoted as $l, b$ and $h$, respectively. In this study, the particles are assumed to be within same mass and sparsely distributed. In the mass identification of analytes in a real time analysis [29,43], the multiple particles are adsorbed on mass sensors, which improves the throughput of the electrospray injection (ESI) system. Furthermore, the total number of the attached particles is (assumed) known, which can be easily obtained by using the scanning electron microscope (SEM) technology [37].

Based on the Timoshenko beam model [44], the governing equations of the beam with particles attached on its surface, are as follows:

$$
\left\{\begin{array}{l}
E I \frac{\partial^{2} \psi}{\partial x^{2}}+\kappa G A\left(\frac{\partial w}{\partial x}-\psi\right)=\rho I \frac{\partial^{2} \psi}{\partial t^{2}}  \tag{1}\\
\kappa G A\left(\frac{\partial^{2} w}{\partial x^{2}}-\frac{\partial \psi}{\partial x}\right)+T \frac{\partial^{2} w}{\partial x^{2}}-D \frac{\partial w}{\partial t}=\left[\rho A+M \sum_{i=1}^{n m} \delta\left(x-x_{i}\right)\right] \frac{\partial^{2} w}{\partial t^{2}}
\end{array}\right.
$$

where $w, \psi$ and $t$ are the transverse displacement of beam neutral surface, the rotation angle of cross section and time, respectively. $E, G$ and $\rho$ are Young's modulus, shearing modulus and density of the beam, respectively. Here, $I=b h^{3} / 12$ is the moment of inertia; $A=b h$ is the crosssection area; $\kappa=10(1+\nu) /(12+11 \nu)$ is the shear factor for rectangular cross-section [45] and $\nu$ is the Poisson's ratio. The Dirac function $\delta$ here is to model a particle as a concentrated mass; $M, x_{i}$ and $n m$ are mass, position and number of these particles respectively. $D$ is the viscous damping coefficient [46] and $T$ is the axial load. The positive $T$ is tension and negative $T$ is compression.

The clamped boundary conditions are the following:
$w(0)=0, \psi(0)=0, w(l)=0, \psi(l)=0$.
In this model, the parameters of $E, I, G, A, T, D, \rho$ and $\kappa$ are assumed unchanged before and after the adsorption of particles, for the attached mass is very small compared with the beam. The axial load $T$ is due to the fabrication process of the beam and the adsorption is assumed to have no impact on $T$. The tensile axial load is beneficial for the sensitivity of mass sensors [19].

By introducing the quantities of $\xi=x / l, \tau=t \sqrt{\kappa G / \rho l^{2}}, \quad W(\xi, \tau)=$ $w / l, \Psi(\xi, \tau)=\psi$, Eq. (1) is now non-dimensionalized as follows:
$\left\{\begin{array}{l}e \frac{\partial^{2} \Psi}{\partial \xi^{2}}+\frac{\partial W}{\partial \xi}-\Psi=r \frac{\partial^{2} \Psi}{\partial \tau^{2}}, \\ (1+s) \frac{\partial^{2} W}{\partial \xi^{2}}-\frac{\partial \Psi}{\partial \xi}-d \frac{\partial W}{\partial \tau}=\left[1+m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\right] \frac{\partial^{2} W}{\partial \tau^{2}},\end{array}\right.$
where $\xi_{i}$ denotes the dimensionless location of a particle; The dimensionless quantities are defined as
$e=\frac{E I}{\kappa G A l^{2}}, \quad d=\frac{D l}{A \sqrt{\kappa G \rho}}, \quad r=\frac{I}{A l^{2}}, \quad s=\frac{T}{\kappa G A}, \quad m=\frac{M}{\rho A l}$.
In this model, $e=E r_{g}^{2} / \kappa G A$ and $r=r_{g}^{2}$, where $r_{g}=\sqrt{3} h /(6 l)$ is the dimensionless radius of gyration. In a beam structure, $r_{g}$ is much less than 1 , causing $e \ll 1$ and $r \ll 1$.

Correspondingly, the dimensionless boundary conditions are the
following:
$W(0)=0, \Psi(0)=0, W(1)=0, \Psi(1)=0$.
The solution forms of $W$ and $\Psi$ are assumed as follows:
$W(\xi, \tau)=\phi(\xi) e^{\lambda \tau}, \quad \Psi(\xi, \tau)=\varphi(\xi) e^{\lambda \tau}$,
By substituting Eq. (6) into Eqs. (3) and (5), and eliminating $\varphi(\xi)$, the following governing equation and boundary conditions are obtained as:

$$
\left\{\begin{array}{l}
e(1+s) \frac{\mathrm{d}^{4} \phi}{\mathrm{~d} \xi^{4}}-\left[s-e \gamma d-e\left(\omega^{2}-\gamma^{2}\right)-(1+s) r\left(\omega^{2}-\gamma^{2}\right)\right] \frac{\mathrm{d}^{2} \phi}{\mathrm{~d} \xi^{2}}  \tag{11}\\
\quad-\left[\gamma d+\left(\omega^{2}-\gamma^{2}\right)\right] \phi-m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\left(\omega^{2}-\gamma^{2}\right)\left(\phi-e \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} \xi^{2}}\right)=0 \\
{[e d-2 e \gamma-2(1+s) r \gamma] \frac{\mathrm{d}^{2} \phi}{\mathrm{~d} \xi^{2}}-(d-2 \gamma) \phi+2 \gamma m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\left(\phi-e \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} \xi^{2}}\right)=0}
\end{array}\right.
$$

Here $\phi(\xi)$ is assumed with the following form:
$e(1+s) \frac{\mathrm{d}^{4} \phi}{\mathrm{~d} \xi^{4}}-\left[s+e d \lambda+e \lambda^{2}+(1+s) r \lambda^{2}\right] \frac{\mathrm{d}^{2} \phi}{\mathrm{~d} \xi^{2}}+\left(1+r \lambda^{2}\right)\left(d \lambda+\lambda^{2}\right) \phi=m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\left[e \lambda^{2} \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} \xi^{2}}-\lambda^{2}\left(1+r \lambda^{2}\right) \phi\right]$,
and
$\phi(0)=\phi(1)=0$,
$e(1+s) \frac{\mathrm{d}^{3} \phi(0)}{\mathrm{d} \xi^{3}}+\left\{1-e d \lambda-e \lambda^{2}\left[1+m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\right]\right\} \frac{\mathrm{d} \phi(0)}{\mathrm{d} \xi}=0$,
$e(1+s) \frac{\mathrm{d}^{3} \phi(1)}{\mathrm{d} \xi^{3}}+\left\{1-e d \lambda-e \lambda^{2}\left[1+m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right)\right]\right\} \frac{\mathrm{d} \phi(1)}{\mathrm{d} \xi}=0$.
In order to obtain the analytical solution of Eq. (7) with the given boundary conditions, two approximations should be used to simplify this problem: (1) Neglecting the terms associated with $\lambda^{3}$ and $\lambda^{4}$, which are small compared with lower order terms of $\lambda$, especially when the coefficient $r \ll 1$ in a beam structure [47]; (2) Neglecting the terms in boundary conditions whose coefficients contain $e$ when $e \ll 1$. The governing equation and boundary condition are now approximated as follows:
$\phi(\xi)=\sum_{j=j_{0}}^{j_{0}+n s-1} a_{j} \widehat{\phi}_{j}(\xi)$,
where $j_{0}$ is the starting mode number, $n s$ is the total number of mode shapes, $a_{j}$ is the constant to be determined and $\widehat{\phi}_{j}(\xi)$ is the mode shape of a doubly clamped beam under an axial tension with the following expression

$$
\begin{equation*}
\widehat{\phi}_{j}(\xi)=C_{j}^{1} \sin \left(g_{j}^{1} \xi\right)+C_{j}^{2} \cos \left(g_{j}^{1} \xi\right)+C_{j}^{3} \exp \left(-g_{j}^{2} \xi\right)+C_{j}^{4} \exp \left(g_{j}^{2} \xi\right) \tag{13}
\end{equation*}
$$

where the coefficients are calculated from Appendix. A and the subscript $j$ denotes the $j$-th eigenvalues.

By employing the Galerkin method on Eq. (11), the two sets of equations are obtained as follows:
$e(1+s) \frac{\mathrm{d}^{4} \phi}{\mathrm{~d} \xi^{4}}-\left[s+e d \lambda+e \lambda^{2}+(1+s) r \lambda^{2}\right] \frac{\mathrm{d}^{2} \phi}{\mathrm{~d} \xi^{2}}+\left(d \lambda+\lambda^{2}\right) \phi=m \sum_{i=1}^{n m} \delta\left(\xi-\xi_{i}\right) \lambda^{2}\left(e \frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} \xi^{2}}-\phi\right)$,
and
$\phi(0)=\phi(1)=0, \quad \frac{\mathrm{~d} \phi(0)}{\mathrm{d} \xi}=\frac{\mathrm{d} \phi(1)}{\mathrm{d} \xi}=0$.
The complex eigenvalue $\lambda$ is assumed as $\lambda=-\gamma+i \omega$, where $\gamma$ is the decay rate, $\omega$ is the resonant frequency and $i^{2}=-1$. By substituting this into Eq. (9) and then separating the Eq. (9) into the real and imaginary parts, the following governing equations are obtained:

$$
\left\{\begin{array}{c}
\mathbf{X}(\omega, \gamma) \cdot \mathbf{A}=\mathbf{0}  \tag{14}\\
\mathbf{Y}(\gamma) \cdot \mathbf{A}=\mathbf{0}
\end{array}\right.
$$

where the vector $\mathbf{A}=\left[a_{j_{0}}, a_{j_{0}+1}, a_{j_{0}+2}, \ldots, a_{j_{0}+n s-1}\right]^{\mathrm{T}}$. By using the orthogonality of the mode shape $\widehat{\phi}_{j}(\xi)$, The elements of the matrix $\mathbf{X}=$ $\left(X_{i, j}\right)_{n s \times n s}$ and matrix $\mathbf{Y}=\left(Y_{i, j}\right)_{n s \times n s}$ are expressed as follows:

$$
\begin{align*}
& X_{i, j}=e(1+s) P_{i}^{3} \delta_{i j}-\left[s-e d \gamma-e\left(\omega^{2}-\gamma^{2}\right)-(1+s) r\left(\omega^{2}-\gamma^{2}\right)\right] P_{i, j}^{2} \\
& -\left[\gamma d+\left(\omega^{2}-\gamma^{2}\right)\right] P_{i}^{1} \delta_{i j}-m\left(\omega^{2}-\gamma^{2}\right) \sum_{k=1}^{n m}\left[\Gamma_{i, j}\left(\xi_{k}\right)\right], \tag{15}
\end{align*}
$$



Fig. 2. The fitting results of the transformed function $\sum_{j=1}^{n f} \alpha_{j}^{k} v_{j}(\xi)$ and the objective function $f_{k}(\xi)$ for different $k$.
$Y_{i, j}=[e d-2 e \gamma-2(1+s) r \gamma] P_{i, j}^{2}-(d-2 \gamma) P_{i}^{1} \delta_{i j}+2 \gamma m \sum_{k=1}^{n m}\left[\Gamma_{i, j}\left(\xi_{k}\right)\right]$.
where $j_{0}=1$ and thus $i=1,2, \cdots, n s ; j=1,2, \cdots, n s$. Here, $\delta_{i j}$ is the Kronecker delta and the constants are expressed as follows:
where the $\gamma_{j}$ and $\omega_{j}$ are the decay rate and resonant frequency of the $j$-th mode respectively.

There are two stages to obtain the solution of the present model: (1) By using the single mode shape, namely $n s=1$, the solution is expressed as Eqs. (19) and (20); (2) By using the multiple mode shapes, namely $n s>1$, the solution is obtained through the computation of Eq. (18) and the starting mode number $j_{0}$ is usually set as one.

From Eq. (19), the adding mass on beam can reduce the decay rate $\gamma_{j}$, even though the dimensionless damping factor $d$ keeps unchanged. This phenomenon can be explained by the single degree of freedom (SDOF) model: When the system is in underdamping oscillation, the decay rate $\gamma$ of the viscously damped SDOF system is $\gamma=d / 2 m$ [48]. Apparently, when the mass of an SDOF system increases, the decay rate $\gamma$ decreases.

In the present model, from Eq. (19), the relation between the quality factor and the added mass is given as follows:
$\frac{Q_{j}}{Q_{j, 0}}=\frac{\omega_{j}}{\omega_{j, 0}}\left\{1+m \cdot \frac{\sum_{k=1}^{n m}\left[\Gamma_{j, j}\left(\xi_{k}\right)\right]}{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}}\right\}$.
where the $\omega_{j, 0}$ and $Q_{j, 0}$ are the resonant frequency and quality factor of the unloaded beam, respectively.

The similar mass effect on the quality factor is also given as follows [49-51]:
$\frac{Q_{j}}{Q_{j, 0}}=(1+m) \frac{\operatorname{Im} \Theta\left(\omega_{j}\right)}{\operatorname{Im} \Theta\left(\omega_{j, 0}\right)}$,
where $\Theta$ is the known hydrodynamic function for the mass resonator
$P_{i}^{1}=\int_{0}^{1} \widehat{\phi}_{i} \widehat{\phi}_{i} \mathrm{~d} \xi, \quad P_{i, j}^{2}=\int_{0}^{1} \widehat{\phi}_{i} \frac{\mathrm{~d}^{2} \widehat{\phi}_{j}}{\mathrm{~d} \xi^{2}} \mathrm{~d} \xi, \quad P_{i}^{3}=\int_{0}^{1} \widehat{\phi}_{i} \frac{\mathrm{~d}^{4} \widehat{\phi}_{i}}{\mathrm{~d} \xi^{4}} \mathrm{~d} \xi, \quad \Gamma_{i, j}(\xi)=\widehat{\phi}_{i}(\xi)\left[\widehat{\phi}_{j}(\xi)-c \frac{\mathrm{~d}^{2} \widehat{\phi}_{j}(\xi)}{\mathrm{d} \xi^{2}}\right]$.

The nontrivial solution of the Eq. (14) are obtained by solving the following equations, which sets the matrix determinant zero:
$\operatorname{det}[\mathbf{X}(\omega, \gamma)]=0, \quad \operatorname{det}[\mathbf{Y}(\gamma)]=0$,
where the $\operatorname{det}(\cdot)$ is the determinant of the matrix.
It is assumed that the small attached mass $m$ has little impact on the mode shape $\widehat{\phi}_{j}(\xi)$. When the beam is resonant in the $j$-th mode, the amplitude $a_{j}$ of that mode is exceedingly larger than the others. The following approximate analytical solutions are obtained by neglecting the non-diagonal elements in Eq. (18) [33], which is same as the stage of $n s=1$ and $j_{0}=j$ :
$\gamma_{j}=\frac{d}{2} \frac{P_{j}^{1}-e P_{j, j}^{2}}{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}+m \sum_{k=1}^{n m}\left[\Gamma_{j, j}\left(\xi_{k}\right)\right]}$,
where $\gamma_{j, 0}$ denotes the decay rate with no attached particles on beam.
From Eq. (23) this result can be reduced to a simpler formula in the

$$
\begin{equation*}
\omega_{j}=\sqrt{\frac{e(1+s) P_{j}^{3}-s P_{j, j}^{2}}{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}+m \sum_{k=1}^{n m}\left[\Gamma_{j, j}\left(\xi_{k}\right)\right]}-\frac{d^{2}\left(P_{j}^{1}-e P_{j, j}^{2}\right)^{2}}{4\left\{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}+m \sum_{k=1}^{n m}\left[\Gamma_{j, j}\left(\xi_{k}\right)\right]\right\}^{2}}} . \tag{20}
\end{equation*}
$$



Fig. 3. The relative first resonant frequency versus the relative tension $\sigma$ in the present model, the string model, and Wei's model [57].

Euler-Bernoulli beam model, which has been obtained in the research [37], expressed as follows:
$\frac{\omega_{j, 0}^{2}}{\omega_{j}^{2}}-1=\frac{m}{P_{j}^{1}} \sum_{i=1}^{n m}\left[\widehat{\phi}_{i}\left(\xi_{i}\right)\right]^{2}$.
But it should be mentioned that the consideration of the damping effect and the Timoshenko beam theory improves the mass sensing precision, which is more suitable for a high-order resonance.

Now Eq. (23) is written as the following form:
$R_{j}=m \sum_{i=1}^{n m} v_{j}\left(\xi_{i}\right)$,
where the indicator $R_{j}$ and function $v_{j}(\xi)$ are expressed as:
$R_{j}=\frac{\omega_{j, 0}^{2}+\gamma_{j, 0}^{2}}{\omega_{j}^{2}+\gamma_{j}^{2}}-1, \quad v_{j}(\xi)=\frac{\Gamma_{j, j}(\xi)}{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}}$.
In Eq. (25), the relationship between the indicator $R_{j}$ and $m$ is linear, where $R_{j}$ can be easily obtained from the frequencies and decay rates before and after the particles attachments. However, the relationship between $R_{j}$ and $\xi_{i}$ is nonlinear, due to the oscillation characteristics of model shape function $\phi_{j}$. This brings difficulties to determine particles masses and positions. It should be noted that the variable range is $\xi \in[0$, $1 / 2$ ] in this inversion process, for the function $v_{j}(\xi)$ is symmetrical to the axis $\xi=1 / 2$, which is $v_{j}(\xi)=v_{j}(1-\xi)$, owing to the symmetrical properties of the doubly clamped beam. So when the estimated position $\xi_{i}$ is obtained after computation, the position $1-\xi_{i}$ is also the (possible) position in this identification. Compared with the indicator of frequency shifts in [37], the influence of damping effect is included in the present $R_{j}$.

In order to break the restriction of initial guess in the inversion algorithm computation, we employ an approximation of transformation on the function, whose effect is to replace the oscillation function $v_{j}(\xi)$ with a monotonic one $f_{k}(\xi)$ when the positions of particles $\xi_{i}$ change in the iteration steps. The transformation parameters are determined from the least-squares analysis as follows [30]:


Fig. 4. The comparison of $R_{j}$ computed by the present model, FEM model and Dohn's model [37].
$L\left(\alpha_{j}^{k}\right)=\int_{0}^{\frac{1}{2}}\left[\sum_{j=1}^{n f} \alpha_{j}^{k} v_{j}(\xi)-f_{k}(\xi)\right]^{2} \mathrm{~d} \xi$,
where $n f$ is the number of frequencies in this mass identification process and the object function $f_{k}(\xi)$ is defined as a series of two-segmented parabolic functions, expressed as follows:
$f_{k}(\xi)=\left\{\begin{array}{cl}{\left[\frac{2}{\zeta_{k}\left(1-2 \zeta_{k}\right)}-\frac{4}{1-2 \zeta_{k}}\right] \xi^{2},} & \left(0 \leq \xi \leq \zeta_{k}\right) \\ -\frac{4}{1-2 \zeta_{k}} \xi^{2}+\frac{4}{1-2 \zeta_{k}} \xi+1-\frac{1}{1-2 \zeta_{k}}, & \left(\zeta_{k}<\xi \leq 1 / 2\right)\end{array}\right.$
where $\zeta_{k}$ is defined with a given $n f$ as follows:
$\zeta_{k}=0.05+\frac{0.4}{n f} k, \quad k=1,2,3, \ldots, n f$.
With different $k$ in Eq. (29), $\zeta_{k}$ should be sparsely distributed. When the two $\zeta_{k}$ are close, the values of $f_{k}(\xi)$ are also close, which leads to very large numerical error in the computation of inversing the Jacobian matrix in iteration.

The solution $\alpha_{j}^{k}$ of the minimum optimization problem of Eq. (27) is shown in the matrix form:
$\boldsymbol{\alpha}=\mathbf{A}^{-1} \mathbf{B}$,
where $\boldsymbol{\alpha}, \mathbf{A}$ and $\mathbf{B}$ are the $n f \times n f$ matrices; The expressions of A and B are given as follows:
$A_{k j}=\int_{0}^{\frac{1}{2}} v_{k}(\xi) v_{j}(\xi) \mathrm{d} \xi, \quad B_{k j}=\int_{0}^{\frac{1}{2}} f_{k}(\xi) v_{j}(\xi) \mathrm{d} \xi$.
In Fig. 2, the fitting results versus different position, which are calculated by the least-squares method of Eq. (27) with $n f=6$, are displayed, where the curves denote $\sum_{j=1}^{n f} \alpha_{j}^{k} v_{j}(\xi)$ and symbols denote $f_{k}(\xi)$. The fitting results are in excellent agreement with most positions. However, as seen in the enlarged graph when position $\xi<0.1$, the error is rather obvious, and the similar observations are also reported [30].


Fig. 5. The comparison of the $R_{j}$ computed with $n s=1$ and $n s=10$, as the function of the attached mass $m$.


Fig. 6. The comparison of the resonant frequency ratio of $\omega_{j} / \omega_{1}$ as the function of the mode number. Here three ratios of $\omega_{j} / \omega_{1}$ are computed by the present model, FEM model and Dohn's model [37].

Eq. (25) can also be written in the following vector form:
$\mathbf{R}=m \mathbf{U}$,
where the vectors $\mathbf{R}$ and $\mathbf{U}$ are
$\mathbf{R}=\left[R_{1}, \ldots, R_{j}, \ldots, R_{n f}\right]^{\mathrm{T}}, \quad \mathbf{U}=\left[\sum_{i=1}^{n m} v_{1}\left(\xi_{i}\right), \ldots, \sum_{i=1}^{n m} v_{j}\left(\xi_{i}\right), \ldots, \sum_{i=1}^{n m} v_{n f}\left(\xi_{i}\right)\right]^{\mathrm{T}}$.

In conjunction with Eqs. (27) and (32), the following approximation is obtained by
$\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{R}=m \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{U} \approx m \mathbf{f}$,
where $\mathbf{f}$ is the vector of the monotonic functions defined as follows:
$\mathbf{f}=\left[\sum_{i=1}^{n m} f_{1}\left(\xi_{i}\right), \ldots, \sum_{i=1}^{n m} f_{j}\left(\xi_{i}\right), \ldots, \sum_{i=1}^{n m} f_{n f}\left(\xi_{i}\right)\right]^{\mathrm{T}}$.
Defining the vector $\mathbf{T R}=\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{R}$ and the estimated variable vector $\boldsymbol{\theta}=\left[m, \xi_{1}, \xi_{2}, \cdots, \xi_{n m}\right]^{\mathrm{T}}$, the sensitivity matrix $\mathbf{D}=\partial(\mathbf{T R}) / \partial \boldsymbol{\theta}$, which is also the Jacobian matrix, is given as:


Fig. 7. The sensitivity $S_{j}$ of the Timoshenko beam model and string vibration model versus the dimensionless axial tension $s$.


Fig. 8. The influences of dimensionless damping coefficient $d$ on the sensitivity $S_{1}$ and $\omega_{1,0}-\omega_{1}$. Here, $\omega_{1}$ and $\omega_{1,0}$ are the first natural frequencies with and without the attached mass.

$$
\mathbf{D}(\boldsymbol{\theta})=\frac{\partial(\mathbf{T R})}{\partial \boldsymbol{\theta}}=\left[\begin{array}{ccccc}
\sum_{i=1}^{n m} f_{1}\left(\xi_{i}\right) & m f_{1}^{\prime}\left(\xi_{1}\right) & m f_{1}^{\prime}\left(\xi_{2}\right) & \cdots & m f_{1}^{\prime}\left(\xi_{n m}\right)  \tag{36}\\
\sum_{i=1}^{n m} f_{2}\left(\xi_{i}\right) & m f_{2}^{\prime}\left(\xi_{1}\right) & m f_{2}^{\prime}\left(\xi_{2}\right) & \cdots & m f_{2}^{\prime}\left(\xi_{n m}\right) \\
\vdots & \vdots & \vdots & & \vdots \\
\sum_{i=1}^{n m} f_{n f}\left(\xi_{i}\right) & m f_{n f}{ }^{\prime}\left(\xi_{1}\right) & m f_{n f}{ }^{\prime}\left(\xi_{2}\right) & \cdots & m f_{n f}{ }^{\prime}\left(\xi_{n m}\right)
\end{array}\right]
$$

where the $f_{k}$ ' $(\xi)$ denotes $\mathrm{d} f_{k}(\xi) / \mathrm{d} \xi$, for $k=1,2, \cdots, n f$. In order to obtain the estimated value of $\boldsymbol{\theta}^{\text {est }}$, based on the Levenberg-Marquardt algorithm [54,55], the following iteration process is introduced:
$\boldsymbol{\theta}_{k+1}=\boldsymbol{\theta}_{k}+\mu_{k} \cdot\left(\mathbf{D}_{k}^{\mathrm{T}} \mathbf{D}_{k}+\lambda_{k} \mathbf{I}\right)^{-1} \mathbf{D}_{k}^{\mathrm{T}}\left(\mathbf{T R}_{o b s}-\mathbf{T R}_{k}\right), \quad k=0, \quad 1, \quad 2, \cdots N_{\max }$,
where the subscripts of $k$ and obs denote the $k$-th iteration and the observed value, respectively. I is the identity matrix. The damping


Fig. 9. The absolute values of sensitivity $|S j|$ versus the mode number. There are five scenarios with five different particles. They are one particle with $\xi_{1}=0.2$; two particles with $\xi_{1}=0.2$ and $\xi_{2}=0.3$; three particles with $\xi_{1}=0.1$, $\xi_{2}=0.2$ and $\xi_{3}=0.3$; four particles with $\xi_{1}=0.1, \xi_{2}=0.2, \xi_{3}=0.3$ and $\xi_{4}=0.4$; five particles with $\xi_{1}=0.1, \xi_{2}=0.2, \xi_{3}=0.3, \xi_{4}=0.4$ and $\xi_{5}=0.5$.
factors of this algorithm, $\mu_{k}$ and $\lambda_{k}$, are evaluated as $\mu_{k}<1$ and $10^{-10}$ $<\lambda_{k}<10^{-7}$ based on experience. The term $\lambda_{k} \mathbf{I}$ is important for this algorithm, for it can mitigate the ill-conditions of the Hessian matrix $\mathbf{D}_{k}{ }^{\mathrm{T}} \mathbf{D}_{k}$ and avoid the numerical errors in the matrix inversion process. $N_{\text {max }}$ is the iteration end point. $\mathbf{T R}_{k}=\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{R}_{k}$, where $\mathbf{R}_{k}$ is computed by Eq. (32) and $\boldsymbol{\theta}_{\boldsymbol{k}}$. The initial guess is represented as $\boldsymbol{\theta}_{0}$. According to the
reference [25], the term $\lambda_{k} \mathbf{I}$ can be replaced with the covariance matrix, which has been utilized in the mass identification [56].

By repeating the iteration of Eq. (37), the estimated $\boldsymbol{\theta}^{\text {estimate }}=\boldsymbol{\theta}_{k+1}$ is obtained at the last iteration. In order to ensure the validity of the mass identification algorithm, the number of particles should be less than the number of measured frequencies, which is $n m<n f$.

The flowcharts of the frequency shifts prediction and mass identification are shown in Appendix. B.

## 4. Results and discussion on frequency shifts prediction

### 4.1. Validation of the frequency shifts

In this study, the beam material is silicon, with Young's modulus of $E=169 \mathrm{GPa}$, mass density of $\rho=2330 \mathrm{~kg} / \mathrm{m}^{3}$ and Poisson's ratio of $\nu=0.2$. The beam length is $l=500 \mu \mathrm{~m}$, the width is $b=50 \mu \mathrm{~m}$ and the thickness is $h=10 \mu \mathrm{~m}$.

In order to investigate the influence of the axial load on the resonant frequency, Fig. 3 shows the first relative resonant frequency $\bar{\omega}_{1}$ as the function of the relative tension $\sigma$. Here $\bar{\omega}_{1}=\omega_{1} / \omega_{1}^{0}, \omega_{1}^{0}=\omega_{1}$ at $\sigma=1$ and $\sigma=s / e=T l^{2} / E I$. In the figure, the dimensionless attached mass $m$ and the dimensionless damping coefficient $d$ are neglected. In Fig. 3, the curves show the results of present model with $n s=1$ as Eq. (20), the results of present model with $n s=10$ in Eq. (18) and the results of the string model. Especially, the results of the string model are computed as $\omega_{1}^{s} / \omega_{1}^{0}$, where $\omega_{j}^{s}=\sqrt{j^{4} \pi^{4} e+j^{2} \pi^{2} s}$ for $j=1,2,3 \cdots$. The line with circles is the result taken from the previous research [57], which has been validated by the experiments. The results of the beam model all approach to those of the string model as the increase of $\sigma$. The results with $n s=1$ are in good agreement with those with $n s=10$, which indicates the computation of Eq. (20) is accurate. The agreement on the results of the present model and Wei's results [57] validates our model incorporating the axial load effect. It should be noted that the result

Table 1
The estimated values with the mass identification process and the exact values of the mass and positions of particles. The input resonant frequency values are computed by the present model, from the given mass and positions in the exact values.

|  |  | Mass $m$ | $\xi_{1}$ | $\xi_{2}$ | $\xi_{3}$ | $\xi_{4}$ | $\xi_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 particles | Exact | $1.5 \times 10^{-3}$ | 0.24 | 0.46 |  |  |  |
|  | Estimated ( $n f=6$ ) | $1.5000 \times 10^{-3}$ | 0.24000 | 0.46000 |  |  |  |
|  | Error | 0.00\% | 0.00\% | 0.00\% |  |  |  |
|  | Exact | $1.5 \times 10^{-3}$ | 0.24 | 0.24 |  |  |  |
|  | Estimated ( $n f=6$ ) | $1.5000 \times 10^{-3}$ | 0.24004 | 0.23996 |  |  |  |
|  | Error | 0.00\% | 0.02\% | -0.02\% |  |  |  |
| 3 particles | Exact | $5 \times 10^{-3}$ | 0.18 | 0.25 | 0.38 |  |  |
|  | Estimated ( $n f=6$ ) | $5.000 \times 10^{-3}$ | 0.18000 | 0.25000 | 0.37999 |  |  |
|  | Error | 0.00\% | 0.00\% | 0.00\% | 0.00\% |  |  |
|  | Exact | $8 \times 10^{-3}$ | 0.25 | 0.42 | 0.45 |  |  |
|  | Estimated ( $n f=6$ ) | $7.992 \times 10^{-3}$ | 0.25016 | 0.42457 | 0.44474 |  |  |
|  | Error | -0.10\% | 0.06\% | 1.09\% | -1.17\% |  |  |
| 4 particles | Exact | $1 \times 10^{-2}$ | 0.15 | 0.28 | 0.3 | 0.41 |  |
|  | Estimated ( $n f=6$ ) | $0.995 \times 10^{-2}$ | 0.15214 | 0.28771 | 0.28772 | 0.42479 |  |
|  | Error | -0.50\% | 1.43\% | 2.75\% | -4.09\% | 3.61\% |  |
|  | Exact | 0.02 | 0.15 | 0.19 | 0.23 | 0.31 |  |
|  | Estimated ( $n f=6$ ) | 0.02000 | 0.14994 | 0.19006 | 0.22995 | 0.31001 |  |
|  | Error | 0.00\% | -0.04\% | 0.03\% | -0.02\% | 0.00\% |  |
| 5 particles | Exact | $1 \times 10^{-3}$ | 0.08 | 0.15 | 0.24 | 0.29 | 0.35 |
|  | Estimated ( $n f=6$ ) | $0.907 \times 10^{-3}$ | 0.11331 | 0.17370 | 0.26701 | 0.28545 | 0.35557 |
|  | Error | -9.30\% | 41.64\% | 15.80\% | 11.25\% | -1.57\% | 1.59\% |
|  | Estimated ( $n f=10$ ) | $1.000 \times 10^{-3}$ | 0.08000 | 0.15000 | 0.24000 | 0.29000 | 0.35000 |
|  | Error | 0.00\% | 0.00\% | 0.00\% | 0.00\% | 0.00\% | 0.00\% |
|  | Exact | $8 \times 10^{-3}$ | 0.09 | 0.18 | 0.35 | 0.42 | 0.48 |
|  | Estimated ( $n f=6$ ) | $8.146 \times 10^{-3}$ | 0.08125 | 0.17330 | 0.36647 | 0.39985 | 0.43324 |
|  | Error | 1.83\% | -9.72\% | -3.72\% | 4.71\% | -4.80\% | -9.74\% |
|  | Estimated ( $n f=10$ ) | $7.984 \times 10^{-3}$ | 0.09141 | 0.18018 | 0.35434 | 0.41318 | 0.49791 |
|  | Error | -0.20\% | 1.57\% | 0.10\% | 1.24\% | -1.62\% | 3.73\% |

Table 2
The estimated values with the mass identification process, the exact values and the errors of the mass and positions of particles. The input resonant frequency values are computed by the present model, from the given mass and positions in the exact values.

|  |  | Mass $m$ | $\xi_{1}$ | $\xi_{2}$ | $\xi_{3}$ | $\xi_{4}$ | $\xi_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 particles | Exact | $5 \times 10^{-4}$ | 0.221 | 0.376 | 0.424 |  |  |
|  | Estimated ( $n f=6$ ) | $5.016 \times 10^{-4}$ | 0.21941 | 0.36921 | 0.43471 |  |  |
|  | Error | 0.32\% | -0.72\% | -1.81\% | 2.53\% |  |  |
| 4 particles | Exact | $5 \times 10^{-4}$ | 0.111 | 0.146 | 0.274 | 0.341 |  |
|  | Estimated ( $n f=6$ ) | $4.999 \times 10^{-4}$ | 0.11006 | 0.14619 | 0.27003 | 0.34306 |  |
|  | Error | -0.03\% | -0.84\% | 0.13\% | -1.45\% | 0.61\% |  |
| 5 particles | Exact | $5 \times 10^{-4}$ | 0.071 | 0.254 | 0.271 | 0.326 | 0.490 |
|  | Estimated ( $n f=6$ ) | $4.963 \times 10^{-4}$ | $0.07193$ | $0.23770$ | $0.29455$ | $0.31174$ | $0.49723$ |
|  | Error | -0.74\% | 1.31\% | -4.37\% | 8.69\% | -6.42\% | 1.48\% |

gives a more general description of the frequency variation with $\sigma$. The reason is that the eigenvalues of $g_{j}^{1}$ and $g_{j}^{2}$ in the mode shapes of Eq. (13) are only influenced by the relative tension $\sigma$.

To confirm the validation of present model, the scenario of three masses attached on the beam is considered, in which the relative mass $m$ is 0.0005 , and locations $\xi_{i}$ are $0.224,0.376$ and 0.576 . In this case, the axial load $T$ and damping coefficient $D$ are both assumed to be zero. From Eq. (26), $R_{j}$ reflects the frequency shifts resulting from the attached mass particles. Fig. 4 displays the $R_{j}$ obtained by the present model with $n s=1$ and $n s=10$, Dohn's model [37] and FEM model. The results of the present model with $n s=1$ and $n s=10$ are almost the same, which verifies the accuracy of the computation by Eq. (20). All four results in Fig. 4 are very close to one another.

The approximation solutions in Eqs. (19) and (20) are based on the assumption that the mode shape hardly changes after the adsorption of
the particles. But the attachment of the particles may cause small changes of the mode shapes [58]. The influence of the attached mass $m$ on $R_{j}$ is investigated in Fig. 5. The damping effect is neglected and three particles are added on the beam with locations $\xi_{i}$ are $0.224,0.376$ and 0.576. In the figure, the values of $R_{j}$ computed by the two different $n s$ of 1 and 10 are separated when $m$ increases. Actually, the attachment of the particle may be regarded as a sudden jump of the shear force at the local position. The difference between the two values of $R_{j}$ calculated by two methods enlarges when $m$ increases. This phenomenon is also discussed in [34], where the position of the particle affects this difference. However, the difference in the present model is much smaller, for the formula of $R_{j}$ is suitable to draw a linear relationship with $m$. Accordingly, as $m$ is usually very small in the practical applications of mass resonators, the result by $n s=1$ is accurate.

In Fig. 6 , the results of $\omega_{j} / \omega_{1}$ (ratio of the $j$-th resonant frequency to


Fig. 10. Relative density of the relative deviation of mass $m^{\text {noise }} / m^{\text {exact }}$ variating with uncertainty $\chi$, for (a) one particle with position $\xi_{1}=0.2$; (b) two particles with position $\xi_{1}=0.2$ and $\xi_{2}=0.3$; (c) three particles with position $\xi_{1}=0.2, \xi_{2}=0.3$ and $\xi_{3}=0.4$; (d) four particles with position $\xi_{1}=0.2, \xi_{2}=0.3$, $\xi_{3}=0.4$ and $\xi_{4}=0.45$.


Fig. 11. Relative density of the mass deviation with different particle number, when with the uncertainty of $\chi=10^{-4}$.
the first) by the present model, FEM and Dohn's model are compared. The curves with squares, circles and triangles in Fig. 6 denote the results of the present model with $n s=1$, FEM and Dohn [37]. It can be seen that the three curves are almost overlapping when the mode number $j \leq 5$. When $j>5$, the result of Dohn's model deviates rather significantly from the other curves, because the Euler-Bernoulli model is used in Dohn's model. The prediction of the present model keeps consistent with that of the FEM model. The shearing effect in the Timoshenko beam model softens a beam structure, which leads to the smaller resonant frequency.

### 4.2. The mass resonator sensitivity

The sensitivity $S_{j}$, which is also called the responsivity, is defined as the changing rate of the resonant frequency with respect to the attached mass $m[6,59]$, where the subscript $j$ is the mode number. To investigate this, by using the first order approximation, the sensitivity $S_{j}$ is calculated as follows:
$S_{j}=\frac{\partial \omega_{j}}{\partial m} \approx-\frac{\sum_{i=1}^{n m} v_{j}\left(\xi_{i}\right)}{2 \omega_{j, 0}}\left\{\frac{e(1+s) P_{j}^{3}-s P_{j, j}^{2}}{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}}-\frac{d^{2}\left(P_{j}^{1}-e P_{j, j}^{2}\right)^{2}}{2\left\{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}\right\}^{2}}\right\}$.

The $S_{j}$ variation of the first three modes as the function of the axial load is presented in Fig. 7. The dimensionless damping coefficient $d=0$ and three particles are assumed to be located at $0.224,0.376$ and 0.576 . Based on Fig. 7, the sensitivities are all negative, because adding a mass increases the inertial effect and reduces the resonant frequency. The absolute values of sensitivities $S_{j}$ keep increasing with the increase of axial tension $s$ and also the mode number, which shows that the additional tension enhances the sensitivity of mass sensors [33,60].

The damping factor $d$ also affects sensitivity $S$, which is shown in Fig. 8. From the curve with squares in the figure, with the increase of $d$, the sensitivity $S_{1}$ changes from negative to positive. However, its absolute value firstly decreases and then increases. This interesting phenomenon is shown by the curve with the circle symbol, which denotes the difference of resonant frequencies without and with the attached mass $m=0.0005$. The sensitivity $S_{j}$ is positive, when the resonator is in the strong damping effect, expressed as:
$d>\frac{\sqrt{2\left[e(1+s) P_{j}^{3}-s P_{j, j}^{2}\right]\left\{P_{j}^{1}-[e+(1+s) r] P_{j, j}^{2}\right\}}}{P_{j}^{1}-e P_{j, j}^{2}}$.
This is opposite to the results in low damping environment. The reason is that when the decrease of $\gamma$, caused by the attached mass, overcomes the mass effect on the resonant frequency reduction, the resonant frequency will increase after the attachment of mass particles. In general, the variation of decay rate $\gamma$ should not be ignored.

As shown in Fig. 9, the absolute values of sensitivities $\left|S_{j}\right|$ versus mode number are presented. In this case, the zero axial load and damping coefficient are assumed. Here, there are five scenarios: one particle with $\xi_{1}=0.2$; two particles with $\xi_{1}=0.2$ and $\xi_{2}=0.3$; three particles with $\xi_{1}=0.1, \xi_{2}=0.2$ and $\xi_{3}=0.3$; four particles with $\xi_{1}=0.1$, $\xi_{2}=0.2, \xi_{3}=0.3$ and $\xi_{4}=0.4$; five particles with $\xi_{1}=0.1, \xi_{2}=0.2$, $\xi_{3}=0.3, \xi_{4}=0.4$ and $\xi_{5}=0.5$. In Fig. 9, the sensitivity is dependent on the mode number: Higher mode number leads to a higher sensitivity [11]. The inertial effect caused by the attached mass increases with the increase of the natural frequency of a mass resonator. For the scenario of only one particle in Fig. 9, the absolute values of sensitivities on the fifth and sixth modes rapidly descend. The reason is that vibration amplitudes of the fifth and sixth modes are smaller than that of the fourth mode, at the particle position $\xi=0.2$. However, as to five-particle scenario, the absolute values of sensitivities keep increasing, except for the tenth mode. In the application of mass sensors, the particles land randomly on the beam surface, which implies the multi-particles may avoid the sudden decrease of sensitivity in a certain mode. In general, the absolute values of sensitivities are increasing with the adding of particles, except for the cases that the added particles are sited on the nodes, whose vibration amplitude is zero.

### 4.3. The validation on mass sensing process

In the inverse process to estimate the attached mass $m$ shown as Eq. (37), we try to solve the following question:
$T R_{j}=m^{\text {estimate }} \sum_{i=1}^{n m} f_{j}\left(\xi_{i}\right)$,
where $m^{\text {estimate }}$ denotes the estimated mass from the inverse computation. From the exact expression in Eq. (25) and the transformation $T R_{j}=$ $\sum_{k=1}^{n f} \alpha_{k}^{j} R_{k}$, then by exchanging the order of summation, the relationship between estimated mass $m^{\text {estimate }}$ and the exact mass $m^{\text {exact }}$ is expressed as:
$m^{\text {exact }} \sum_{i=1}^{n m} \sum_{k=1}^{n f} \alpha_{k}^{j} v_{k}\left(\xi_{i}\right)=m^{\text {estimate }} \sum_{i=1}^{n m} f_{j}\left(\xi_{i}\right)$.
So the estimated mass $m^{\text {estimate }}$ can be calculated as:
$m^{\text {estimate }}=m^{\text {exact }} \frac{\sum_{i=1}^{n m} \sum_{k=1}^{n f} \alpha_{k}^{j} v_{k}\left(\xi_{i}\right)}{\sum_{i=1}^{n m} f_{j}\left(\xi_{i}\right)}$.
The accuracy of this estimation process depends on the approximation of the least-squares in Eq. (27). When $n f$ increases in this approximation, the value of $m^{\text {estimate }}$ may be estimated more accurately.

The estimation results are presented in Table 1. The frequencies shift results $R_{j}$ are computed by the present Timoshenko beam model. At the estimated rows, the results are obtained by two situations: $n f=6$ and $n f=10$. From the table, when two or three particles are involved in the


Fig. 12. Influence of different initial (guessed) positions on the accuracy of the mass estimation in the iteration process. Here the particle number is two, and six modes, i.e., $n f=6$, are used. The particle positions are marked by the symbols of star: (a) $\xi_{1}^{\text {exact }}=0.1, \xi_{2}^{\text {exact }}=0.4$; (b) $\xi_{1}^{\text {exact }}=0.25, \xi_{2}^{\text {exact }}=0.28$; (c) $\xi_{1}^{\text {exact }}=0.35$, $\xi_{2}^{\text {exact }}=0.4$; (d) $\xi_{1}^{\text {exact }}=0.15, \xi_{2}^{\text {exact }}=0.2$; (e) $\xi_{1}^{\text {exact }}=0.1, \xi_{2}^{\text {exact }}=0.15$; (f) $\xi_{1}^{\text {exact }}=0.45, \xi_{2}^{\text {exact }}=0.49$.


Fig. 13. Influence of different initial (guessed) positions on the accuracy of the mass estimation in the iteration process. Here the particle number is two, and ten modes, i.e., $n f=10$, are used. The particle positions are marked by symbols of star: (a) $\xi_{1}^{\text {exact }}=0.1, \xi_{2}^{\text {exact }}=0.15$; (b) $\xi_{1}^{\text {exact }}=0.15, \quad \xi_{2}^{\text {exact }}=0.2$.


Fig. 14. The Estimated masses at the scenarios with 2 particles and 5 particles, for $n f=6$.
mass identification, the estimated values are in good agreement with the exact ones. For the four-particle scenario, the estimated mass $m$ is obviously more accurate than the estimated positions of particles. The reason is that the frequency shift is more dependent on particle position rather than on the particle mass, which leads to a higher anti-noise ability on mass identification. For 5 particles, increasing the number of resonant frequencies can remarkably improve the precision of estimation.

By using the input resonant frequencies computed by FEM model, the estimated values and errors from the inversion process are presented in Table 2, where six frequencies are used in the inversion process. For the different results between the present model and FEM model illustrated in Fig. 4, the accuracy of mass identification may be affected. However, after the inversion process, the attached masses have been identified successfully. Obviously from Table 2, the error of mass $m$ is smaller than


Fig. 15. The mean values and standard deviations of the estimated masses after the results filter, at the scenarios with frequency number $n f=6$ and 10 , and particle number $n m=1,2,3,4$ and 5.
that of particle locations $\xi_{i}$, which is similar with Table 1.

### 4.4. The noise effect on mass identification

Maintaining the numerical stability of the mass identification algorithm is important for a broad application, for the measuring noise in certain frequencies range cannot be eliminated. To investigate the robustness, we assume a small quantity of noise value on the imported frequency shifts and the estimated mass and positions, expressed as
$R_{j}=R_{j}^{\text {exact }}+R_{j}^{\text {noise }}, \quad m=m^{\text {exact }}+m^{\text {noise }}, \quad \xi_{i}=\xi_{i}^{\text {exact }}+\xi_{i}^{\text {noise }}$,
where the superscripts of exact and noise denote the exact value and noise value, respectively. Because the noise contribution to the
frequency shift is (assumed) rather small, by substituting Eq. (43) into Eq. (25), following equation is assumed to be true:
$R_{j}^{\text {exact }}+R_{j}^{\text {noise }}=\left(m^{\text {exact }}+m^{\text {noise }}\right) \sum_{i=1}^{n m} v_{j}\left(\xi_{i}^{\text {exact }}+\xi_{i}^{\text {noise }}\right)$.
Then by substituting the exact solution $R_{j}^{\text {exact }}=m^{\text {exact }} \sum_{i=1}^{n m} v_{j}\left(\xi_{i}^{\text {exact }}\right)$ into Eq. (44), the noise value of estimated mass is expressed as:
$m^{n o i s e}=\frac{R_{j}^{\text {noise }}}{\sum_{i=1}^{n m} v_{j}\left(\xi_{i}^{\text {exact }}+\xi_{i}^{\text {noise }}\right)}+m^{\text {exact } t=1} \frac{\sum_{i=1}^{n m}\left[v_{j}\left(\xi_{i}^{\text {exact }}\right)-v_{j}\left(\xi_{i}^{\text {exact }}+\xi_{i}^{\text {noise }}\right)\right]}{\sum_{i=1}^{n m} v_{j}\left(\xi_{i}^{\text {exact }}+\xi_{i}^{\text {noise }}\right)}$.
It should be noted that with increasing the number of particles nm, the value $m^{\text {noise }}$ seems in general to decrease, as predicted by Eq. (45). Numerical investigation is employed to verify this phenomenon. To simulate the Gaussian noise of frequency shifts $R_{j}$ and neglecting the damping effect, the Box-Müller transformation [61] is used, which is as follows:
$R_{j}^{\text {Gauss }}=\left(R_{j}+1\right) \cdot\left[1+\chi \sqrt{-2 \ln u_{1}} \cos \left(2 \pi u_{2}\right)\right]-1$,
where $R_{j}^{\text {Gauss }}$ represents the frequency shift with the Gaussian noise effect; $u_{1}$ and $u_{2}$ are random numbers ranging from 0 to $1 ; \chi$ is the uncertainty of the $R_{j}^{\text {Gauss }}$.

In order to investigate the influence of the uncertainty $\chi$ on the estimated results, numerical computation of the mass identification is employed, with the estimated mass $m^{\text {estimate }}$ obtained. In every uncertainty $\chi, 500$ cases are identified with different $R_{j}^{\text {Gauss }}$, because $R_{j}^{\text {Gauss }}$ is generated with the random numbers of $u_{1}$ and $u_{2}$, in Eq. (46). In every case, first six $R_{j}^{\text {Gauss }}$ are used. It should be noted that the initial positions of the particles are the exact ones, to remove the influence of initial guess in the identification process. Therefore, the estimated results in these case are assumed to be
$m^{\text {estimate }}=m^{\text {exact }}+m^{\text {noise }}$.
Then, in every uncertainty $\chi$, the relative deviations of the estimate mass, expressed as $m^{\text {noise }} / m^{\text {exact }}$, are used in the density estimation process $[62,63]$, with the density results $F_{\chi}\left(m^{\text {noise }} / m^{\text {exact }}\right)$. Consequently, The relative densities $\bar{F}_{\chi}\left(m^{\text {noise }} / m^{\text {exact }}\right)=F_{\chi}\left(m^{\text {noise }} / m^{\text {exact }}\right) / F_{\chi}^{\text {max }}$ are plotted as the contours in Fig. 10, where $F_{\chi}^{\max }$ is the maximum of the density $F_{\chi}$ in a certain uncertainty $\chi$. In the color legend of the figure, the red color denotes the most-encountered from the samples, while the blue color denotes the least-encountered. The number and positions of particles in the Fig. 10 are: (a) one particle with position $\xi_{1}=0.2$; (b) two particles with position $\xi_{1}=0.2$ and $\xi_{2}=0.3$; (c) three particles with position $\xi_{1}=0.2, \xi_{2}=0.3$ and $\xi_{3}=0.4$; (d) four particles with position $\xi_{1}=0.2, \xi_{2}=0.3, \xi_{3}=0.4$ and $\xi_{4}=0.45$.

In Fig. 10, the deviation is concentrated at low uncertainty $\chi$, while the accuracy of estimation is rapidly decreasing with the increase of uncertainty $\chi$. When one particle participates in the identification, to obtain the estimated mass under $1 \%$ error range demands the uncertainty lower than $2 \times 10^{-5}$, with the probability more than $97.82 \%$, which is calculated from the density curve generated from Fig. 10(a). Owing to the insensitivity of resonant frequency versus the change of attached mass, the very small changes of resonant frequencies can reflect heavy change of the attached mass in a mass identification. Therefore, to estimate the particle mass accurately needs frequency measurement in high precision. The "Allan variance" [64] is used to
evaluate the measured frequencies.
From Fig. 10(a)-(d), the concentration of the deviation distribution increases with adding particles on the mass resonator. That illustrates that increasing the number of mass can improve the robustness of mass estimation, which reduces the impacts on the estimation from the noise of frequencies. Fig. 11 shows the relative density of the relative mass deviation $\mathrm{m}^{\text {noise }} / \mathrm{m}^{\text {exact }}$, at the uncertainty $\chi=10^{-4}$. The results are read from Fig. 10, in which the peaks are sharpened and tend to $m^{\text {noise }}$ / $m^{\text {exact }}=0$ with particle number increasing. This phenomenon recommends multi-particles better than single particle when in mass identification, for the identification of multi-particles may improve the ability of resistance on frequency noise.

### 4.5. The influence of the initial guess on the position in the mass identification

The initial guess $\boldsymbol{\theta}_{0}$ can affect the accuracy and even correctness of the estimated mass of Eq. (37). For the nonlinear relationship between the frequency shifts $R_{j}$ and particles position $\xi_{i}$, the initial positions, represented by $\xi_{i}^{0}$ are especially influential on the estimated results. In order to investigate the influence, we employed several numerical cases of the mass estimation results versus different initial (guessed) positions $\xi_{i}^{0}$, to verify the effectiveness of the estimation process, with the results shown in Fig. 12. Variable $\Omega$ is represented as the accuracy of the estimated mass, expressed as:
$\Omega= \begin{cases}1-\left|\frac{m^{\text {estimate }}-m^{\text {exact }}}{m^{\text {exact }}}\right|, & \left|\frac{m^{\text {estimate }}-m^{\text {exact }}}{m^{\text {exact }}}\right| \\ 0, & \left|\frac{m^{\text {estimate }}-m^{\text {exact }}}{m^{\text {exact }}}\right|>1 \\ 0 & >1\end{cases}$
where $m^{\text {estimate }}$ and $|\cdot|$ denote the estimated value of mass and the absolute value, respectively. As $\Omega=1$ represents $m^{\text {estimate }}=m^{\text {exact }}$, $\Omega=0$ simply means an identification failure. The identification failure may be caused by an excessive error of estimation mass or the iteration failure of the iteration computation. In Fig. 12, only 2 particles are assumed to participate in the estimation, while the initial positions are $\xi_{1}^{\text {exact }}=0.1, \quad \xi_{2}^{\text {exact }}=0.4$ in (a), $\xi_{1}^{\text {exact }}=0.25, \quad \xi_{2}^{\text {exact }}=0.28$ in (b), $\xi_{1}^{\text {exact }}=0.35, \xi_{2}^{\text {exact }}=0.4$ in (c), $\xi_{1}^{\text {exact }}=0.15, \xi_{2}^{\text {exact }}=0.2$ in (d), $\xi_{1}^{\text {exact }}=0.1$, $\xi_{2}^{\text {exact }}=0.15$ in (e) and $\xi_{1}^{\text {exact }}=0.45, \xi_{2}^{\text {exact }}=0.49$ in (f) and they are marked by symbols of star. To generate these results, first six resonant frequencies are used and the step size of the initial position is 0.005 .

From Fig. 12(a)-(d), a large red zone can be observed, which means that the estimation is successful. The star symbols are surrounded with the red area, which means that the initial positions close to the exact one can easily reach the success estimation. The blue zone denotes the failure estimation. However, in Fig. 12(a) and (d), the areas, whose color is not red or blue, are regarded as the pseudo success area.

There is a subtle difference between the definitions of the pseudo success and failure. The failure is defined in Eq. (48) as $\Omega=0$. The failure estimation is easy to be distinguished, for the obvious errors can be observed, such as the estimated position out of the range of [0,1]. After applying a small shift on the initial guess, the estimated results may change significantly, which is a failure. The pseudo success is also incorrect, but is difficult to be distinguished. When the initial positions are located at the pseudo success area, the estimation result is incorrect and causes errors on the estimation. The estimated results of the pseudo success are stable after the shift on the initial guess. Therefore, it is easy to mistakenly regard the pseudo success as successful estimation. In mass identification, multiple initial guesses are necessary to identify
whether the pseudo success happens, then further verification is needed such as checking the estimated positions by SEM technology.

When the particle positions $\xi_{i}^{\text {exact }}$ are closed to 0, as shown in Fig. 12 (e), due to the various errors induced by numerical algorithm, it is hard to identify the regular pattern of the results of an estimated mass. One example, which causes this error, is the boundary layer effect [65]: The similar trend of the amplitude near the fixed end of different modes, causes trouble in the fitting process. For the multiple particles identification, this effect may lead to the difficulty in the position identification. However, as shown in Fig. 12(f), the mass identification can be successful, in the conditions that the particles are near the center of beam. Different from those in Fig. 12(e) and (d), the number of resonant frequencies increases to 10, i.e., $n f=10$. The results are shown in Fig. 13. From the figures, the problems of estimation failure and pseudo success area are not mitigated by adding the number of frequencies. Therefore, in order to maintain the effectiveness of mass estimation, it is suggested that the positions of particles should be in the range of $\xi_{i}^{\text {exact }} \in[0.15$, 0.85 ], which can be achieved by structure design on the test system.

### 4.6. The simulation of the mass identification on different particle numbers

To investigate the mass sensing algorithm for different particle numbers, 100 cases of the mass identification are computed numerically for each particle number. The exact mass is set to be $m^{\text {exact }}=0.01$, and the exact positions of the particles are generated randomly by $\xi_{i}^{\text {exact }}=0.15+0.35 u$, where $u$ is a random number, ranging from 0 to 1 . Thus $\xi_{i}^{\text {exact }} \in[0.15,0.5]$, corresponding to the symmetrical property of the function $v_{j}(\xi)$. Five scenarios are tested with the particle number $n m=1,2,3,4$ and 5, respectively. The initial guess of the inversion process is fixed: Initial mass $m^{0}=0.005$; For one-particle scenario, $\xi_{1}^{0}=0.3$; For two-particle scenario, $\xi_{1}^{0}=0.25$ and $\xi_{2}^{0}=0.3$; For threeparticle scenario, $\xi_{1}^{0}=0.2, \xi_{2}^{0}=0.25$ and $\xi_{3}^{0}=0.3$; For four-particle scenario, $\xi_{1}^{0}=0.2, \xi_{2}^{0}=0.25, \xi_{3}^{0}=0.3$ and $\xi_{4}^{0}=0.35$; For five-particle scenario, $\xi_{1}^{0}=0.2, \xi_{2}^{0}=0.25, \xi_{3}^{0}=0.3, \xi_{4}^{0}=0.35$ and $\xi_{5}^{0}=0.5$.

Fig. 14 shows the results of estimated masses in every mass sensing, at the two scenarios: 2 particles and 5 particles. The first six frequencies are used in these estimations. Most points are concentrated at the exact mass in the two scenarios. However, several points evidently deviate from the exact mass. So we introduce a result filter to block out the obvious error results, shown in the cyan area in Fig. 14. In the mass sensing, the points of $m^{\text {estimate }}>0.011$ or $m^{\text {estimate }}<0$ are removed.

The filtered results are processed to be the mean values and standard deviations, which are plotted in Fig. 15. When one particle is identified, the estimated mass closes to the exact one, and the standard deviation slightly deviates from zero. Clearly, the estimation results at the scenarios of $n f=10$ are much better than those of $n f=6$. With the increase of the particle number, the deviation of the mean masses and the standard deviations are showing an increasing trend.

## 5. Conclusion

The Timoshenko beam model with multiple particles is presented and approximate analytical solution for resonant frequencies is obtained. In the solution, the relationship between the resonant frequencies, the decay rate, the mass and positions of attached particles, together with the influence of viscous damping effect and axial tension, is presented. By comparing the frequency prediction results with those of FEM model and the previous studies, the present model is validated to simulate the frequency shifts lead by multiple particles adsorption. Especially, the present model more accurately describes the higher order resonant frequencies, axial stress effect, and damping effect.

To determine the mass and positions of particles, an iteration algorithm is proposed with a transformation to monotonize the relation of the indicator and position. An improved indicator of denoting the impacts of attached particles is proposed here, which is related with the shifts of frequencies and decay rates. By using the frequency shifts data of the present model and the FEM, the estimated results are close to the input data. The present mass identification process is applicable on multiple particles mass sensing, when the number of particles is less than the number of resonant frequencies. For mass identification of multiple particles, increasing the number of resonant frequencies is helpful to improve the precision.

Identifying the mass of multiple particles in every estimation process is a strategy to achieve the higher efficiency and throughput of the mass resonator system. Through the investigation on the multi-particle mass identification, the sensitivity on mass and the robustness of the mass identification are higher than those with only one particle attached. This study provides a theoretical foundation on the application of the mass identification of multi-particle mass.
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Appendix. A

The vibration of the undamped beam with axial tension is described by the following equation:
$e \frac{\mathrm{~d}^{4} \phi(\xi)}{\mathrm{d} \xi^{4}}-s \frac{\mathrm{~d}^{2} \phi(\xi)}{\mathrm{d} \xi^{2}}-\omega^{2} \phi(\xi)=0$,
where $e>0, s>0$ and the doubly clamped boundary conditions are:
$\phi(0)=\phi(1)=\frac{\mathrm{d} \phi(0)}{\mathrm{d} \xi}=\frac{\mathrm{d} \phi(1)}{\mathrm{d} \xi}=0$.
The exact solution of Eq. (A. 1) is the following [66]:
$\phi(\xi)=C^{1} \sin \left(g^{1} \xi\right)+C^{2} \cos \left(g^{1} \xi\right)+C^{3} \exp \left(-g^{2} \xi\right)+C^{4} \exp \left(g^{2} \xi\right)$,
Here $g^{1}$ and $g^{2}$ are given as the following expressions:
$g^{1}=\sqrt{\frac{\sqrt{4 e \omega^{2}+s^{2}}-s}{2 e}}, g^{2}=\sqrt{\frac{\sqrt{4 e \omega^{2}+s^{2}}+s}{2 e}}$.
By applying the doubly clamped boundary condition, the eigenfrequency $\omega$ can be solved by setting the following determinant zero:
$\operatorname{det}[\mathbf{X}(\omega)]=0$,
where the matrix
$\mathbf{X}=\left[\begin{array}{cccc}0 & 1 & 1 & 1 \\ \sin g^{1} & \cos g^{1} & \exp \left(-g^{2}\right) & \exp \left(g^{2}\right) \\ g^{1} & 0 & -g^{2} & g^{2} \\ g^{1} \cos g^{1} & -g^{1} \sin g^{1} & -g^{2} \exp \left(-g^{2}\right) & g^{2} \exp \left(g^{2}\right)\end{array}\right]$.
Here Eq. (A.5) is a transcendental equation with infinite solutions and the solution $\omega_{j}$ denotes the $j$-th eigenfrequency. By substituting the eigenfrequency $\omega_{j}$ into Eq. (A. 4) and obtaining the values of $g_{j}^{1}$ and $g_{j}^{2}$, the coefficients are
$C_{j}^{1}=1, \quad C_{j}^{2}=\frac{g_{j}^{1} e^{g_{j}^{2}}-g_{j}^{1} e^{-g_{j}^{2}}-2 g_{j}^{2} \sin \left(g_{j}^{1}\right)}{\left[2 \cos \left(g_{j}^{1}\right)-e^{-g_{j}^{2}}-e^{g_{j}^{2}}\right] g_{j}^{2}}$,
$C_{j}^{3}=\frac{g_{j}^{1} \cos \left(g_{j}^{1}\right)-g_{j}^{1} e^{g_{j}^{2}}+g_{j}^{2} \sin \left(g_{j}^{1}\right)}{\left[2 \cos \left(g_{j}^{1}\right)-e^{-g_{j}^{2}}-e^{g_{j}^{2}}\right] g_{j}^{2}}, \quad C_{j}^{4}=\frac{g_{j}^{1} e^{-g_{j}^{2}}+g_{j}^{2} \sin \left(g_{j}^{1}\right)-g_{j}^{1} \cos \left(g_{j}^{1}\right)}{\left[2 \cos \left(g_{j}^{1}\right)-e^{-g_{j}^{2}}-e^{g_{j}^{2}}\right] g_{j}^{2}}$.

## Appendix. B.

see Figs. B. 1, B. 2.

Solution to the forward problem


Fig. B. 1. . The flowchart of the solution to forward problem.

Solution to the inverse problem


Fig. B. 2. . The flowchart of the solution to inverse problem.
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