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ABSTRACT

We introduce an optimization method for the cross-correlation operation in particle image velocimetry by locating the correlation peaks
assisted with constraint conditions. In this study, an objective function was constructed to include the residual of the normalized cross-
correlation term, a component in charge of spatial smoothness (inspired by the optical flow method as used in a previous study) and a com-
ponent for temporal smoothness (inspired by the concept of trajectory selection in particle tracking velocimetry). Minimizing the objective
function gives optimized velocity fields for a series of tracer images for spatiotemporal smoothness. The proposed method was examined in
synthetic images of turbulent flow and Batchelor vortex and in a laboratory experiment of vortex rings. The effect of image background
noises and the initial guess for the optimization process were examined and discussed.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0091839

I. INTRODUCTION

Further understanding of flow physics in experiments is largely
facilitated by the development of measurement techniques. It is partic-
ularly the case for measurement techniques of velocity, given that
which is a key variable from the perspective of Navier–Stokes equa-
tions. Particle image velocimetry (PIV), a non-intrusive measurement
technique of flow velocity, provides substantial measurement progress
in revealing insights into varieties of fluid flows (Adrian, 1991). In
standard planar PIV experiments, neutrally buoyant small-sized tracer
particles uniformly seeded in a flow are illuminated by a laser sheet.
Given that fluid motion is approximately represented by the particle
motion by neglecting the particle-flow slipping effect, the calculation
of the particle motions recorded in particle images gives the flow field
(Westerweel, 1997). The cross correlation method is robust and usu-
ally applied to obtain the particle displacement in each interrogation
window of the particle images, and a vector for an interrogation win-
dow corresponds to the most probable motion of a few particles in this
window (Raffel et al., 2018). The large size of the interrogation window
brings in coarse spatial resolution of the PIV measurements (missing
revealing small flow structures smaller than the window), while the
small size of the window leads to more of the miss-paired particles
(resulting in low signal-to-noise on the correlation mapping).
Balancing the effects of the large and small window sizes gives a typical
window size of about 32� 32 pixels2 to reach the typical uncertainty
of about 0.1 pixel (Raffel et al., 2018).

Studies have been performed to improve the spatial resolution of
the PIV measurements while maintaining the measurement precision,
e.g., Keane et al. (1995) proposed a super-resolution method, which
combines particle tracking velocimetry (PTV) and PIV. Their local
velocity field estimated by the PIV is taken as an input to a PTV pro-
cess, to obtain the displacements of all individual particles, for improv-
ing the spatial resolution of the measurement. Thereafter, particle
detection and particle pairing in consecutive frames have been investi-
gated and improved in this hybrid framework (e.g., Cowen and
Monismith, 1997; Stitou and Riethmuller, 2001). An iterative multigrid
method was introduced to perform progressive grid refinement to
increase the spatial resolution, while enhancing the particle–particle
matching through the transformation of the interrogation windows
(Scarano and Riethmuller, 2000) and iterative image deformation
(Scarano and Riethmuller, 2002). Scarano (2004) proposed a super-
resolution method, based on the image correlation for the second-
order spatial derivatives of the particle displacement fields, which is
obtained by maximizing the product of the deformed particle patterns
in the images through an optimization process.

Data assimilation and machine learning have been used to
improve the resolution of velocity fields, in addition to their successful
applications in varieties of flow problems (Liu et al., 2020; Xu et al.,
2021; Arzani et al., 2021; Li et al., 2022; Morimoto et al., 2021).
Schneiders et al. (2017) proposed a data assimilation method, which
interpolates scattered particle tracking velocimetry measurements
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onto a Cartesian coordinate. Their vorticity field is obtained through
iteratively minimizing a designed cost function, to reach the aim of
improving the spatial resolution. Deng et al. (2019) proposed a super-
resolution reconstruction method using a generative adversarial
network-based artificial intelligence framework for improvement of
the reconstruction accuracy in the turbulent flow field and the mea-
surement spatial resolution. Wang et al. (2020) employed a convolu-
tional neural network to improve the prediction and spatial resolution
of turbulent velocity fields obtained using PIV. Gao et al. (2021)
employed a fully convolutional network to optimize a coarse velocity
guess for reaching a super-resolution calculation. Recently, Wang et al.
(2022) applied a physics-informed neural network to reconstruct the
dense velocity field from sparse experimental data by minimizing a
loss function, which is consisted of the residuals of the data and the
Navier–Stokes equations.

Another way of improving the spatial resolution is to impose a
constraint condition directly on the cross correlation process. Wang
et al. (2020) proposed a global optimization (GO) method. This
method is based on the cross correlation algorithm with the additional
inclusion of the constraint of spatial smoothness inspired by the opti-
cal flow method (Liu and Shen, 2008; Liu et al., 2015), through mini-
mizing the objective function consisting of a cross-correlation residual
term and a smoothing penalty term. The solution of this objective
function gives an optimized vector field with spatial smoothness. This
method can employ a very small interrogation window (five pixels) to
the densely seeded tracer images to improve the spatial resolution.
This global optimization method gives only the spatially optimized
result for each time instant. Given the nature of the temporal evolution
of the fluid flow (particularly for unsteady flows that are widespread
inflow problems), the optimization of the PIV results in both space
and time is expected to further improve the measurement quality and
suppress the measurement noise. This expectation is inspired by the
concept of the Shake-The-Box method in the Lagrangian particle
tracking technique (Schanz et al., 2016) that which shakes the recon-
structed tracer spatially and constructs a trajectory of the tracer in
time. The constraint on both space and time together with the PIV
correlation method further improves the PIV measurement accuracy,
as demonstrated in this study.

The rest of this paper is organized as follows: In Sec. II, we intro-
duce the present method. In Sec. III, the present method is evaluated
through synthetic images. An experiment was carried out to examine
the present method in practice in Sec. IV. In Sec. V, we give a discus-
sion on the present method and conclude in Sec. VI.

II. METHODOLOGY
A. Spatiotemporal optimized cross correlation

The method in this study is based on the cross correlation of
tracer images. A regularization term, inspired by the optical flow
method, is applied to provide a constraint on spatial smoothness over
the velocity fields (Wang et al., 2020). The constraint on temporal
smoothness is achieved by minimizing the temporal changes of the
flow acceleration. This is inspired by the PTV technique that the tracer
trajectory, which has the smallest temporal change of the flow acceler-
ation, is taken as the measured trajectory over the candidates (Malik
et al., 1993; Xu, 2008). The spatiotemporal optimization (STO) for the
cross correlation is achieved by minimizing the residual R(u, v) for
each interrogation window,

Rðu; vÞ ¼
ð
X

 
1� Cðu; vÞ½ �2|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
correlation residual

þ a2xðDuÞ2 þ a2yðDvÞ2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
spatial smoothness

þ b2 ðdaxÞ2 þ ðdayÞ2
h i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
temporal smoothness

1
Ads: (1)

Here, Cðu; vÞ is the correlation map of the displacement u ¼ ðu; vÞ,
where u and v correspond to the velocity component along the x and y
directions, respectively. Dð�Þ denotes the Laplace operator over the
respective velocity component, while dað�Þ is the temporal change of
the flow acceleration component. The flow acceleration a is obtained
by a ¼ @u=@t þ u � ru, where r is the gradient operator and
a ¼ ðax; ayÞ with ax and ay being the components along the x and y
directions, respectively. X is the control domain, while að�Þ and bð�Þ are
real positive scalars for adjusting the degree of spatial smoothness and
temporal smoothness, respectively. For instance, ax ¼ a�x=maxðjDujÞ
and ay ¼ a�y=maxðjDvjÞ, where a�x and a�y depend on the window size
and are taken the same as Wang et al. (2020). Following the analogical
way, b ¼ b�=maxðjdajÞ and 0:8 < b� < 1:2 is found to give close
results to the ground truth in our tests (see below) and we use b� ¼ 1
in our experimental tests.

In order to minimize the residual R, Eq. (1) is re-written into a
linear system. The velocity field is reshaped into a column that u and v
take the first and the second halves, respectively. The normalized
cross-correlation coefficient is calculated for each interrogation
window,

Cðu; vÞ ¼

Xm
i¼1

Xn
j¼1

f 0ði; jÞg0ðiþ u; jþ vÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
i¼1

Xn
j¼1

f 02ði; jÞ
Xm
i¼1

Xn
j¼1

g 02ði; jÞ
s ; (2)

where f 0 and g 0 are the paired images by subtraction of the mean gray-
scale from the respective tracer images for the interrogation window in
size of m � n. The resulted C ranges between �1 and 1. The Laplace
operation is performed by the second-order center difference scheme
denoted by Dxx and Dyy, along the x and y directions, respectively. The
gradient operation is performed by the center difference scheme,
denoted by Dx and Dy along the x and y directions, respectively. The
temporal change of flow acceleration da is calculated by dt � ðda=dtÞ,
where dt is a small time interval and the temporal derivative of the
flow acceleration da=dt is calculated using a center difference scheme.
For the boundary, a virtual border is implemented in that the value at
a grid is set the same as the one of the closest grid at the border.

The residual R is contributed by three components, the correla-
tion residual and the spatial and temporal smoothness of the velocity
fields. They compete and are balanced to produce minimized R.
Minimizing the residual gives the optimized velocity field with spatial
and temporal smoothness.

B. Numerical minimization

The objective function R(u, v) requires to be minimized to give
an optimized velocity field. The Levenberg–Marquardt method, in the
category of a damped Gauss–Newton method, is used in this study to
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solve the nonlinear least-squares problem. For the numerical minimi-
zation, a residual column f is constructed,

f ¼ 1� Cðu; vÞ axðDxxuþ DyyuÞ ayðDxxv þ DyyvÞ
�
bdtðDttuþ uDtDxuþ vDtDyuÞ
bdtðDttv þ uDtDxv þ vDtDyvÞ�T; (3)

where T denotes the matrix transpose and Dt and Dtt are the first-
order and second-order temporal gradient operators, respectively. The
velocity field has Nð¼ m� nÞ velocity vectors, and each component
of f has N elements so that f is a vector in dimension 5N � 1. This
residual f can be minimized with a nonlinear optimization process,
and a Newton iteration solver is used in this study. In order to reduce
the computation time, a Jacobian matrix of the residual J ¼ @f =@u is
derived. (u, v) in J is updated every step during the optimization itera-
tions (see the explicit matrix form of J in the Appendix).

The PIV velocity fields at three sequential time instances are
required to calculate da; thus, these three velocity fields are optimized
together while the Jacobian matrix has a size of 11N � 6N to include
(u, v) at the three time instants. In principle, velocity fields at more
than three time instants can be optimized at the same time, while the
size of the Jacobian matrix is correspondingly increased. This may
challenge the RAM size of a PC, so in this study, we limit it to three
time instants for the concept demonstration.

C. Synthetic images

Two-dimensional synthetic PIV images were rendered and used
for examinations of the PIV algorithms, including the classic PIV
method, the Global Optimization (GO) method, and the spatiotempo-
ral optimization (STO) method proposed in this study.

A pair of tracer images, obtained at time t0 and t1ð¼ t0 þ dtÞ, are
required for the PIV measurement. At time t0, several tracers are ran-
domly and homogeneously distributed in the two-dimensional region.
The position of a tracer pðx0; y0; t0Þ is randomly generated, and a
unity intensity is set at this position. Then, a Gaussian filtering opera-
tion is applied to this tracer so that the intensity at integer grids (pix-
els) is calculated. A tracer takes about three pixels in diameter (Raffel
et al., 2018), and particle density is about 0.05 particles per pixel. This
process is repeated for each tracer, after which the intensity of all trac-
ers at the grids is summed up, and is scaled and rounded into a range
of 0–240 for an eight-bit image. The velocity of each tracer
upðx0; y0; t0Þ is obtained by interpolation over the numerical data or
from the analytical solution. At time t1, the position of a tracer is
obtained by pðx1; y1; t1Þ ¼ pðx0; y0; t0Þ þ upðx0; y0; t0Þdt. Then, the
tracer image is rendered at time t1 following the steps mentioned
above. For rendering sequential tracer images, for each tracer, the
position at time tj is obtained by pðxj; yj; tjÞ ¼ pðxj�1; yj�1; tj�1Þ
þupðxj�1; yj�1; tj�1Þdt, where upðxj�1; yj�1; tj�1Þ is interpolated from
the velocity snapshot of the simulation or analytical solution at tj�1.

III. NUMERICAL ASSESSMENT

The introduced method requires examination by comparing
results with reference to evaluate its performance. One choice of refer-
ence is the velocity data of direct numerical simulation (DNS) of flows,
which accurately solves the Navier–Stokes equations without any tur-
bulence modeling. Another option is the flow velocity, which is

specifically designed and generated using analytical formulas. In this
study, these two types of numerical assessments are both performed.

A. Direct numerical simulation of forced isotropic
turbulence

The velocity data of direct numerical simulation of a three-
dimensional forced isotropic turbulent flow are used to evaluate the
method introduced in this study. The turbulent flow was carried out
in a three-dimensional cube which has periodic boundary conditions
along each direction in a Cartesian coordinate, and there are 1024 grid
points over 2p long edges along each direction. The Taylor-scale
Reynolds number of the flow is 418. The velocity data are online acces-
sible from Johns Hopkins University Turbulence Databases. The
velocity data were extracted at the plane ð06 x1 6 p; 06 x2 6 p; x3
¼ pÞ over 512� 512 grids. Eleven snapshots of the velocity data were
downloaded between the time instant of 5 and 6 with a time interval
of 0.1 (where the normalization factor of the time scale is not explicitly
given in their documentation, and it is usually the viscous time unit).
The data were obtained by the sixth order Lagrangian interpolation in
space and by the piecewise cubic Hermit interpolation in time.

Four synthetic tracer images (in size of 800� 800 pixels2) were
rendered and processed to obtain the velocity fields at three time
instants using the three methods. For comparison purposes, the
same interrogation window size, 9� 9 pixels2, is used for all three
methods, while the distance between the neighboring two vectors is
two pixels (giving a window overlap of about 75%). This small inter-
rogation window size (away from the usually used 32� 32 pixels2) is
to examine whether they can reach high resolution with an accept-
able result. For the classic PIV method, the (FFT) cross-correlation
method at a single step (no reduction of the window size at multiple
steps) is used. This is also the case for both the global optimization
and the present method, before their respective optimization pro-
cess. This single-step setting holds for all the rest of this paper unless
further mentioned.

Figure 1(a) shows the velocity component u of the DNS at
times t1, t2, and t3 as the ground truth for reference. The results of
the classic PIV method, the global optimization method, and the
spatiotemporal optimization method are shown in (b)–(d), respec-
tively. They can capture the main flow structures of the DNS, while
missing the very small flow structures. The latter effect is expected
since a PIV vector corresponds to the most probable velocity of sev-
eral tracers in an interrogation window, approximately regarded as a
spatial averaging effect over the velocities of the tracers within the
window (Xu and Chen, 2013). The difference between the PIV result
and the DNS data is not visually clear in Fig. 1 so the measurement
error e quantified by

e ¼ u� utruth½ �2 þ v � vtruth½ �2
� �1=2

; (4)

is obtained and shown in Fig. 2, where ð�Þtruth denotes the respective
ground truth from the DNS. The errors of the classic PIV and the
global optimization method are slightly larger than that of the spatio-
temporal optimization method, given visually that they are slightly
darker (for the color legend). For the global optimization and the spa-
tiotemporal optimization method, the error is mainly featured with
small structures, which eventually correspond to the small flow struc-
tures that cannot be captured by the PIV method (discussed above),
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even if an interrogation window as small as nine pixels in size was
used. The probability density function (PDF) of the errors was com-
puted for further quantification. As shown in Fig. 2, the curves of the
spatiotemporal optimization method have peaks at e � 0:03–0:04,

while the long tails correspond to the relatively larger errors from the
small scale structures. The systematic and random velocity errors for
all the time instants, quantified by the averaged and standard deviation
of the errors, are listed in Table I.

FIG. 1. The color maps of the velocity component u at three time instants (three columns): (a) the DNS data as the ground truth, (b) the classical PIV method, (c) the global
optimization PIV method, and (d) the spatiotemporal optimization PIV method.
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B. Batchelor vortex

The typical Batchelor vortex law has a radial velocity of zero, the
tangential velocity

vh ¼ vh;maxð1þ 0:5=aÞ � ðR=rÞ 1� expð�ar2=R2Þ� �
;

with

a ¼ 1:26; (5)

and the axial velocity takes vz ¼ vz;max � expð�r2=R2Þ (Batchelor,
1964), and r is the radial position. In this study, the vortex core radius
is R¼ 50 pixels and the maximum tangential velocity vh;max ¼ 3 pix-
els, the same as Sciacchitano et al. (2012). vz¼ 0 is used in this study
for simplicity and to examine the performance of algorithms on this

FIG. 2. The contours of the velocity measurement error � at three time instants (three columns): (a) the classical PIV method; (b) the global optimization PIV method; (c) the
present (STO) PIV method; and (d) the probability density function (PDF) of the velocity errors, and three panels share the same legend.
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steady vortex flow. A hundred of synthetic tracer images were gener-
ated that the tracers take the Batchelor vortex analogy motions. The
synthetic tracer image has a size of 400� 400 pixels2. The interroga-
tion window is 8� 8 pixels2, and the distance between the neighboring
two vectors is four pixels (giving a window overlap of about 50%).

Figures 3(a)–3(d) (Multimedia view) show the contours of the
tangential velocity vh at a time instant, for a visual example. The result
of the classic PIV gives rather scattered velocity noise, while the results
of the global optimization and the spatiotemporal optimization
method are spatially smooth and are visually similar to the analytical
velocity. The time series of the tangential velocity vh for the three PIV
algorithms at the point ðx1; x2Þ=R ¼ ð0:02; 0:02Þ � ð0; 0Þ and
ðx1; x2Þ=R ¼ ð1:02; 0:02Þ � ð1; 0Þ are shown in Figs. 3(e) and 3(f).
For the vortex center, all three algorithms give large fluctuation mea-
surements. The standard deviation of the fluctuations is taken as the
random error, and they range from 0.06 to 0.09, see Table II. The
results of the global optimization and the spatiotemporal optimization
method are approximately around 0.1, at the bounds of the measure-
ment uncertainty of a standard two-dimensional PIV (0.1 pixel in an
optimized configuration), while the results of the classic PIV give a
slightly larger deviation from the ground truth. The average of the
measurement error (the difference between the measurements and the
ground truth), taken as the systematic measurement error, ranges
from 0.12 to 0.24. For the point of the maximum tangential speed of

the vortex, the three algorithms give relatively smaller fluctuations that
the random error ranges between 0.02 and 0.06 (see Table II). The
results of the global optimization and the spatiotemporal optimization
method are approximately around 3, and their systematic error is only
up to 0.05 in magnitude, which can be approximately bounded by the
measurement uncertainty of 0.1 pixel.

IV. EXPERIMENTAL EXAMINATION

The proposed method was examined in a practical laboratory
experiment on vortex rings (Glezer, 1988; Gharib et al., 1998; Ma
et al., 2022). As shown in Fig. 4, the experiment was carried out in a
tank with dimensions of 800� 800� 800mm3. The tank was made
with acrylic plates and was filled with water up to about 750mm above
the bottom of the tank. The vortex rings were generated by a jet flow
from an acrylic tube, which has an inner diameter of D¼ 40mm. The

TABLE I. The systematic and random errors of the PIV measurements for the
forced isotropic turbulence.

Classic
Global

optimization
Spatiotemporal
optimization

Systematic error 0.09 0.07 0.05
Random error 0.08 0.07 0.05

FIG. 3. The contours of the velocity vh: (a) the ground truth [Eq. (1)], (b) the classical PIV method, (c) the global optimization PIV method, and (d) the spatiotemporal optimiza-
tion PIV method. The time series of vh at the featured points ðx1; x2Þ=R ¼ ð0:02; 0:02Þ � ð0; 0Þ (e) and ðx1; x2Þ=R ¼ ð1:02; 0:02Þ � ð1; 0Þ (f), which share the same line
legend, and the gray area marks the uncertainty band of PIV [0.1 pixel (Raffel et al., 2018)]. Multimedia view: https://doi.org/10.1063/5.0091839.1

TABLE II. The systematic and random errors of the PIV measurements for the
Batchelor vortex examination.

Error type Classic
Global

optimization
Spatiotemporal
optimization

ðx1; x2Þ=R
� ð0; 0Þ

Systematic 0.24 0.16 0.12

ðx1; x2Þ=R
� ð0; 0Þ

Random 0.091 0.058 0.057

ðx1; x2Þ=R
� ð1; 0Þ

Systematic �0.051 �0.0072 0.0092

ðx1; x2Þ=R
� ð1; 0Þ

Random 0.061 0.039 0.015

All points Systematic �0.0012 �0.0082 �0.0026
All points Random 0.10 0.052 0.025
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outlet of the tube section is about 240mm away from the sidewall of
the tank and about 275mm above the bottom of the tank. This section
of the acrylic tube was connected to an electrical actuator through a
piston, which has an inner diameter of 40mm. The total length of the
tube and the piston is about 2000mm ð¼ 50DÞ. A servo motor
equipped with a gearbox was connected to the electrical actuator to
control the moving speed of the piston. The rotation of the motor drives
the actuator so that the piston pushes the water to flow inside the acrylic
tube. A Cartesian coordinate is set with the origin at the center of the
tube exit. In this experiment, the Reynolds number Re ¼ UD=� is 4000,
where � is the kinematic viscosity of the fluid and U(¼100mm/s) is the
mean velocity. The motor is rapidly accelerated (within a duration of
10ms) to the preset speed and runs at this speed constantly until decel-
erated (within a duration of 10ms) to a full stop. The stroke of the pis-
ton is approximately 10D, which produces a vortex ring without the
scenario of pinching off from the jet (Gharib et al., 1998).

To carry out the PIV measurements, the water is uniformly seeded
with hollow glass spheres with a diameter of about 11lm (Raffel et al.,
2018). A laser sheet with a thickness of about 1mm was generated
through a group of lenses and mirrors from a continuous laser (10 W).
The laser sheet illuminates the middle plane of the tube exit from the
bottom of the tank and covers about 160� 160mm2 as indicated by the
green area in the sketch. The PIV images were recorded by a high-speed
CMOS camera with a sampling frequency of 100Hz, which gives the
inter-frame time of 10ms. The maximum particle displacement between
adjacent snapshots is about 6–8 pixels. For the interrogation window of
32 � 32 pixels2 (as used in the classic PIV configuration), there are
approximately five to six tracers. The minimum grayscale value for the
time series of the PIV images was taken as the background and sub-
tracted from the raw PIV image before the cross-correlation operation.

The time series of the PIV images were processed by both the
classic PIV algorithm and the present method. For the classic PIV
method, the iteration algorithm with the interrogation window reduc-
tion to the final window size is 32� 32 pixels2 with a 50% overlap
(Raffel et al., 2018). For the spatiotemporal optimization PIV method,
the same sizes of the interrogation window were used for comparison
purposes. No post-processing was applied to the PIV vector fields for
the three methods.

The vorticity fields were calculated by the finite-difference
scheme and normalized by U/D for the results of both methods, and
they are shown in Fig. 5 (Multimedia view) for three time instants. For
the vorticity fields of the classic PIV method (a), (e), and (i), the win-
dow size of 32� 32 pixels2 (including about five to six tracers) is close
to the optimized configuration as suggested by Raffel et al. (2018).

The respective results capture the vortex motions well. For the global
optimization method, smaller vortex structures can be observed, particu-
larly in panels (e) and (h). For the present method, the vortex structures
generally agree with those of the classic PIV and the global optimization.
The difference between the present method to the global optimization
method is that a few tiny areas with large vorticity are suppressed.

V. DISCUSSION ON THE OPTIMIZATION METHOD
A. Effect of background noise

The examinations above are from approximately ideal images;
however, in practice, the images are of background noises caused by,
i.e., the dark electrical current in digital imaging sensors and/or scat-
tered light in densely seeded flows. The effect of the image background
noise on the PIV results for the proposed method was investigated.
One hundred synthetic tracer images were superimposed with the ran-
domly generated normal-distributed noise (Raffel et al., 2018). Then,
the contaminated images were processed by the PIV algorithms fol-
lowing the same procedure above. The noise level (grayscale) was con-
trolled and quantified by the signal-to-noise ratio, SNR ¼ rI0=rIn ,
where rI0 and rIn are the intensity standard deviation of noise-free
images and noise level standard deviation, respectively.

The PIV results from the noise contaminated images are shown
in Fig. 6. As the noise level is increased (decreased in SNR), the PIV
results deviate from the ground truth with random noises. The statis-
tics of the results were performed. As shown in Table III, the effect of
the background noise on the PIV results mainly contributes to the ran-
dom measurement errors, and the three methods are approximately
equally affected by the noise when the SNR is very small (i.e.,
SNR � 3).

B. Initial condition of the optimization: Adaptive
window size

The optimization method gives local optimization in parameter
space, and the initial guess is essential to the optimization result. The
PIV tracers are assumed to be seeded homogeneously in space. The
seeding is not locally uniform in space so a conservative relative large
window is needed to include a sufficient number of tracers (to faith-
fully capture the local flow motion). An interrogation window that
includes several tracers is preferentially used, and the drawback is that
small flow structures cannot be resolved. When a small interrogation
window is used, it may include a few tracers in some windows or
maybe no tracer in other windows. These inherent characteristics of
the tracer seeding result in scattered noise on the vector field, when a
small interrogation window is used, even with spatial smoothing in the
global optimization (see Fig. 3).

The concept of adaptive window size can be used to optimize the
number of tracers in an interrogation window to suppress the noise
and improve the measurement accuracy (Theunissen et al., 2007;
2010). The method of the adaptive window was examined here for the
preparation of an initial velocity field for the optimization process.

This test was performed with the synthetic image pair from the
PIV Challenge (Stanislas et al., 2008). The images are of 1000� 1000
pixels2 (part of the PIV Challenge images) and present sets of vortices
that have a wide range of sizes [approximately seven sizes as visually
read in Fig. 7(a)]. The same image pair was processed by the classic
and the global optimization method, with the interrogation window of
32� 32 pixels2 (the neighboring vector distance is eight pixels) and

FIG. 4. Schematic diagram of the experimental setup of the vortex ring.
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5� 5 pixels2 (the neighboring vector distance is three pixels), respec-
tively. The classic method gives very good velocity measurements for
the large vortices and smears out the vortices in small sizes due to the
use of the 32� 32 pixels2 window, as expected. The global optimiza-
tion method captures large and small vortices (benefited by the small
window of 5� 5 pixels2) and only misses the very small ones, where
the displacements are sub-pixels in magnitude. Nevertheless, the veloc-
ity field is contaminated with noticeable noises, even for the very large
vortices, due to the use of a small interrogation window. For obtaining

adaptive sized interrogation windows, the classic PIV algorithm is
used to obtain five displacement fields with interrogation windows of
5� 5, 8� 8, 16� 16, 24� 24, and 32� 32 pixels2, respectively, while
the neighboring vector distance remains to be three pixels. At each
vector position, the coefficient of cross correlation is found to approxi-
mately vary with the window size, as shown in Fig. 8(a). At each vector
position, the window size corresponding to the maximum correlation
of the cross correlation is taken as the optimal window size. As shown
in Fig. 8(b), the distribution of the optimized window sizes captures

FIG. 5. Instantaneous vorticity maps obtained with the classical PIV method, the global optimization method, and the present method. Three rows correspond to the results at
three time instants, from t1 to t3. Column (a), (d), and (g) corresponds to the result of the classic PIV in a window size of 32� 32 pixels2. Column (b), (e), and (h) corresponds
to the global optimization method in a window size of 24� 24 pixels2, and (c), (f), (i) for the present method in a window size of 24� 24 pixels2. The window overlap is 50%
for all panels. Multimedia view: https://doi.org/10.1063/5.0091839.2
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the characteristics of the vortex patterns, given that the smaller win-
dow sizes are preferred for smaller vortices, while for larger ones, the
larger window sizes are preferred.

The above test suggests that the initial velocity field prepared
with the adaptive window method may give a better result than the
spatiotemporal optimization method. To examine this, the synthetic
tracer images were generated that the imposed velocity field takes the
analogical form as in Stanislas et al. (2008). As shown in Fig. 9, there
are four consecutive regions in the image, where each region is occu-
pied by an array of vortices in diameter of 200, 100, 50, and 25 pixels

from left to right. Correspondingly, the tangential velocity of the vorti-
ces is 2.5, 2, 1.5, and 1 pixels for the given time interval. Twenty con-
secutive synthetic images were generated that the imposed velocity
field is temporally constant. The set of entire images (800� 200 pixels2)
is processed with an interrogation window size of 5� 5, 32� 32 pixels2

and the adaptive sizes, as demonstrated in Figs. 9(a)–9(c), respectively.
They are used as the initial velocity fields for the spatiotemporal
optimization process. The measurement error [defined in Eq. (4)]
was evaluated, and the time series of the measurement error is
shown in Fig. 10. The systematic measurement error is around 0.3

FIG. 6. The contours of the velocity vh obtained from tracer images with superimposed random noises: (a), (d), and (g) the classical PIV method, (b), (e), and (h) the global
optimization PIV method, and (c), (f), and (i) the spatiotemporal optimization PIV method. The signal-to-noise ratio is 12.30 (a)–(c), 6.15 (d)–(f), and 3.07 (g)–(i). They are from
the same time instant (the same time as Fig. 3).
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pixels for the initial velocity field prepared with the adaptive win-
dows, smaller than the other two cases (around 0.7 pixels).

VI. CONCLUSION

Improving spatial resolution of velocity measurement can benefit
by offering insights into flow physics. In this paper, we propose a PIV

algorithm to retrieve the velocity fields in high spatial resolution from
the time series of the tracer images. This method minimizes the com-
bination of the residual of the normalized cross-correlation term, a
component for spatial smoothness, and a component for temporal
smoothness. The component controlling the spatial smoothness is
inspired by the optical flow method and is the same as used by Wang
et al. (2020). The component controlling the temporal smoothness is
inspired by the fundamental algorithm of particle tracking velocimetry
that the track with the minimum change of the tracer material acceler-
ation over the candidate tracks is taken as the measurement trajectory
of a tracer.

The performance of the present method is examined on the syn-
thetic tracer images from the direct numerical simulations of homoge-
neous isotropic turbulence, Batchelor vortex, and sinusoidal vortex by
comparing with that of a classic cross-correlation method and that of
the global optimization method. These tests show that the present
method gives better results over a time series recording. The present
method was applied to PIV measurements of vortex rings in a labora-
tory experiment. The present method provides better results, given
that the noise in the velocity field is suppressed, while more small-
scale flow structures can be better captured. Thereafter, the effect of

TABLE III. The systematic and random errors of the PIV measurements from 100
tracer images superimposed with random noises for the Batchelor vortex analogy
flow.

Error type
Signal-to-noise

ratio Classic
Global

optimization
Spatiotemporal
optimization

Systematic 12.30 �0.000 125 �0.0061 0.000 31
Random 0.12 0.076 0.051
Systematic 6.15 0.0026 �0.0022 0.0016
Random 0.17 0.11 0.10
Systematic 3.07 �0.018 0.0060 0.0051
Random 0.23 0.22 0.22

FIG. 7. The contours of the velocity component v: (a) the ground truth [adapted from the PIV challenge (Stanislas et al., 2008) for easy visual comparison], (b) the classical
PIV method (with 32� 32 pixels2 interrogations, 75% window overlap), (c) the global optimization PIV method (with 5� 5 pixels2 interrogation window, 60% overlap), and (d)
the spatiotemporal optimization PIV method (with adaptive sized windows ranging between 5� 5 and 32� 32 pixel2), respectively.

FIG. 8. (a) The coefficient of cross corre-
lation against the interrogation window
sizes at two vector positions; and (b) the
contours of the optimized window sizes in
terms of giving the maximum correlation
coefficient at each vector position.
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the image background noise and that of the initial condition is exam-
ined and discussed. For the flows with a wide length scale range of fea-
tured flow structures, the initial velocity with adaptively chosen
window sizes is found to provide better results for the spatiotemporal
optimization method. The high-speed PIV system can capture the PIV

images in an approximately time-resolved manner, and it is ideal for
use of the proposed method. For the recording in an insufficient sam-
pling rate, the time derivative of the velocity field may largely differ
from the truth, so the proposed method may not be applicable.
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APPENDIX: JACOBIAN MATRIX IN THE OPTIMIZATION
METHOD

The Jacobian matrix in the spatiotemporal optimization
method is shown in Eq. (A1). The (u, v) in J is updated every itera-
tion step,

FIG. 9. The initial velocity fields (compo-
nent v) for the spatiotemporal optimization
method: (a) the interrogation window size
of five pixels; (b) the interrogation window
size of 32 pixels; (c) the adaptive window
size (adaptively chosen from 5� 5, 8� 8,
16� 16, 24� 24, and 32� 32 pixels2).

FIG. 10. The time series of the velocity error is with the initial velocity field obtained
with an interrogation window sizes of 5, 32, and adaptive sizes (as exampled in
Fig. 9).
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J ¼

Rcs 0 0

0 Rcs 0

0 0 Rcs

R�t Rdt Rt

0
BBBB@

1
CCCCA; (A1)

where 0 denotes the 3� 2 matrix of zeros, and

Rcs ¼
�@C=@u �@C=@v

axðDxx þ DyyÞ 0

0 ayðDxx þ DyyÞ

0
B@

1
CA; (A2)

R�t ¼
1=dt � ðuDx þ vDyÞ=2 0

0 1=dt � ðuDx þ vDyÞ=2

 !
; (A3)

Rdt ¼
�2=dt 0

0 �2=dt

 !
; (A4)

Rt ¼
1=dt þ ðuDx þ vDyÞ=2 0

0 1=dt þ ðuDx þ vDyÞ=2

 !
: (A5)
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