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A computational method for the load spectra of large-scale
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For complex engineering systems, such as trains, planes, and offshore oil platforms, load spectra are cornerstone of their safety
designs and fault diagnoses. We demonstrate in this study that well-orchestrated machine learning modeling, in combination with
limited experimental data, can effectively reproduce the high-fidelity, history-dependent load spectra in critical sites of complex
engineering systems, such as high-speed trains. To meet the need for in-service monitoring, we propose a segmentation and
randomization strategy for long-duration historical data processing to improve the accuracy of our data-driven model for long-
term load-time history prediction. Results showed the existence of an optimal length of subsequence, which is associated with the
characteristic dissipation time of the dynamic system. Moreover, the data-driven model exhibits an excellent generalization
capability to accurately predict the load spectra for different levels of passenger-dedicated lines. In brief, we pave the way, from
data preprocessing, hyperparameter selection, to learning strategy, on how to capture the nonlinear responses of such a dynamic
system, which may then provide a unifying framework that could enable the synergy of computation and in-field experiments to
save orders of magnitude of expenses for the load spectrum monitoring of complex engineering structures in service and prevent
catastrophic fatigue and fracture in those solids.
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1 Introduction

The demand for lighter and stronger structures with better
performance in engineering systems, such as cars, trains, and
planes, to achieve faster speeds and longer service lives is
ever-increasing. The service life of such a system is decisi-
vely dependent on the load spectrum at the weakest points of
the components subject to a time-varying load history, which
is often compiled into a load spectrum composed of in-
formation on variable amplitude loads and their cumulative
occurrences. Then, fatigue analysis can be conducted for the
point prone to fatigue by applying the load spectrum. Al-

though the entire process seems to be straightforward, ob-
taining reliable load spectra remains to be an immense
challenge. Both structural behavior and operating conditions
contribute to the load-time sequence and interfere with each
other in nonlinear dynamic systems. Either field tests or full-
scale computational analyses are inadequate and inefficient
to fulfill the desire to obtain precise load spectra, which are
prerequisites for both extended service life and an ever-di-
minishing time from design to production. The rapid devel-
opment of machine learning techniques, combined with
limited real-life load sequence from field tests, may help
solve the long-standing problem.
In the conventional scenario, we rely on data for quanti-

tative analysis, verification, and proof of theories, and we use
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computers as a calculator that produces data through pro-
grammed mathematical equations, physical laws, and en-
gineering models. As people are now being swamped by data
explosion fueled by the rapid increase of electronic devices
for data collection and generation, the need for machine
learning surges in the hope of a well-developed algorithm to
learn the rules underlying a given set of data and even to
derive a function that predicts the output values to the desired
degree of fidelity [1]. As was summarized by Butler et al. [1],
to boost research by employing machine learning techniques,
one will likely encounter tremendous challenges in the fol-
lowing scenarios: the massive amount of existing data with
reasonable fidelity; the complex patterns of data that are
difficult to decipher without new scientific laws; and the
existing resources and tools for experiments, simulations, or
theories are insufficient or cost too much to piece a com-
prehensive understanding together. As a consequence, ma-
chine learning and data analytics have been developed and
employed across diverse scientific disciplines, including
engineering [2–8], materials [9–12], biomedicine [13],
clinical diagnosis [14,15], chemicals [16], quantum me-
chanics [17–20], seismology [21,22], geosciences [23], and
genomics [24].
The advantages of machine learning seem to fit well with

fault diagnosis in complex engineering systems [25,26]. In
practice, structural reliability and life cycle assessment in
complex engineering systems are contingent on our deep
understanding of the load environment to which they are
subjected. Traditionally, researchers and engineers relied on
experiments to obtain the load spectra of the weakest link of
an engineering system. Examples of such cover a broad field
of applications, from structural stress of aircraft [27], sea
wave, wind, and even seismic loads to offshore wind turbines
[28], the vibration of a long-span sea-crossing bridge [29], to
stress on the bogie frame of a high-speed train (HST) [30].
As the load spectrum of vulnerable sites in those complex

systems is crucial, accurate and adequate data from which
the spectrum can be obtained are desired, and this step is
always challenging. Although the kinematics and kinetics of
each piece of a dynamic system may be reasonably well
formulated with classic conservation laws and equilibrium
equations, the collective behavior of those components in
contact, which is dissipative and nonlinear, is difficult to
handle. However, the loading history of weak zones with
precise positioning needs to be determined, and their lifetime
needs to be predicted based on limited data. In the face of
such constraints, engineers soon learn that “more is differ-
ent” [31], even at the macroscopic spatial scale. Such com-
plex systems involve massive combinatorial time, space, and
nonlinear processes, which conventional computational
mechanics procedures, particularly the finite element method
(FEM), either cannot solve or can solve at a high cost.
Unprecedented data acquisition resources and tools enable

us to amass vast amounts of data by monitoring the me-
chanical behavior of aircraft, space shuttles, and other large
structures [32,33]. In combination with the lowered entry
barrier of machine learning techniques, many engineering-
oriented researchers have exploited machine learning to tap
into those vast amounts of data for underlying patterns and
scientific laws. A physics-informed deep learning frame-
work was developed to extract the velocity and pressure
fields directly from the flow visualizations by encoding the
Navier-Stokes equations into the neural networks [34]. No-
tably, both recurrent neural network (RNN) and temporal
convolutional neural network (TCNN), which are used as
black-box tools, exhibit considerable potentials and promises
in the reconstruction of dynamic phenomena by extracting
deep features from data [35–38]. Recent works revealed the
outstanding capability of sequence learning in predicting
path-dependent plasticity-constitutive laws of general ma-
terials in the context of computational plasticity [39,40].
Even the complex rheology and topology of fractures in the
crust layer of the solid earth are considered [41].
At present, research on the load spectrum of HSTs in op-

eration mainly focuses on the standardized compilation
methods [30,42] and the reasonable characterizations of the
load spectra for critical components, such as bogie frames.
Ma et al. [43] used the diffusion-based kernel density esti-
mation method to obtain the load spectrum distributions of
train bogie frames and achieve reasonable extrapolation.
Yuan et al. [44] proposed a segmented load spectrum model
to accurately describe the load spectra of the bogie frame in
an HST and used the inflection stress in the model to char-
acterize the quality of lines. Machine learning approaches
may also provide an alternative to the analysis and prediction
of load spectra. Klemenc and Fajdiga [45] utilized the lo-
calized basis function neural network to predict the load
spectrum by mapping the relationship between the factors of
operating conditions and the corresponding load spectra in
the frequency domain. Yang et al. [46] adopted the Markov
chain Monte Carlo-peak over threshold model to realize the
time-domain extrapolation of tractor drive shaft loads in
stationary operating conditions. Moreover, Zou et al. [47]
proposed a new fault diagnosis method for the bearing of
traction motor in HSTs based on discrete wavelet transform
and improved deep belief network by identifying the corre-
lation between fault features and fault types. In other en-
gineering fields, RNN exhibits considerable potentials for
the prediction of time-dependent factors, such as indoor
seismic response prediction of nonlinear structures [35],
state-of-charge estimation of Li-ion batteries [48], short-term
electric power load forecasting [49], and Internet-of-things
traffic prediction [50].
In reality, all of these load spectra can be considered as

history-related continuous stochastic processes. To the best
of our knowledge, solid examples that machining learning
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could be employed to handle the load spectra of real large-
scale engineering systems and reduce the expenses of re-
peated experiments are still lacking. As was pointed out by
Jordan and Mitchell [51], fault diagnosis in complex systems
is considered as one of the three major industrial fields
concerned with data-intensive issues where the effect of
machine learning could significantly emerge. In this study,
we aim to explore a unifying framework for a combination of
machine learning modeling with limited experimental data to
realize high-fidelity predictions of history-dependent load
spectra of vulnerable sites in many engineering systems in
operation, such as an HST. To meet the needs for in-service
monitoring, we propose a segmentation and randomization
strategy for long-duration historical data processing to im-
prove the accuracy of our data-driven model for long-term
load-time history prediction and reveal the optimal length of
subsequence, which is associated with the characteristic
dissipation time of the dynamic system. In brief, we pave the
way, from data preprocessing, hyperparameter selection, to
learning strategy, on how to capture the nonlinear responses
of such a dynamic system, which may then provide a uni-
fying framework that could enable the synergy of compu-
tation and in-field experiments to save orders of magnitude
of expenses for the load spectrum monitoring of complex
engineering structures in service and to prevent catastrophic
fatigue and fracture in those solids.

2 Problem formulation

In most dynamic systems, such as an HST, their components
are subjected to loads from different sources, such as road
conditions, driver-induced manoeuvers, occasional track
change, tunnel entrance and exit, vehicle crossing, and
transient aerodynamics. Ideally, the exact contribution of
those distinct sources to the load of a particular site needs to
be determined for fatigue analysis. In practice, we encounter
difficulties in measuring the respective amounts of the con-
tributions of those load sources. Only the collective reaction
of all loads at certain points of the structure is available. The
stress at a critical point in the structure, which is the resultant
of the reactions, is either inferred from large-scale compu-
tations or directly obtained from in-field experiments for a
limited number of points and can only be possible within a
short time. Hence, the central question that we aim to explore
here is “Can we employ a limited number of reactions on a
component under service conditions to derive the stress at
the critical points of the component for a long duration
without conducting large-scale computations and obtain the
precise stress spectra in those points?” With an HST as the
model case, we describe in detail how supervised machine
learning may be orchestrated to answer the aforementioned
question.

2.1 Problem statement

Many components and regions of an HST may be vulnerable
to fatigue and failure; hence, they should be monitored
during operation and regularly diagnosed to prevent cata-
strophe. We focus on the bogie frame of an HST, as is shown
in Figure 1(a), which is a critical load-bearing component
located between the wheelsets and the car body. To generate
sufficient data for supervised learning, we conduct long-term
field tests that cover approximately 1000000 km of operating
mileage on the Beijing–Guangzhou and Beijing–Taiyuan
passenger-dedicated lines (PDLs; as is depicted in Figure 1
(b)) on the CRH-380A electric multiple units (EMU) plat-
form.
As is shown in Figure 1(c), the time sequence of the lateral

and vertical loads acting on the bogie frame under real
loading conditions, i.e., F1 to F8 in Figure 1(a) (I), could lead
to stress at the vulnerable point for fatigue identified in
Figure 1(a) (II), which is the welded joint of the transverse
beam and the side frame of the bogie frame. As was validated
by our finite element (FE) calculations, the maximum prin-
cipal stress at the vulnerable spot is perpendicular to the weld
toe. Through well-designed strain gauge assembly, we ef-
fectively capture the time history of the maximum principal
stress at the investigated point, as is illustrated in Figure 1(c).
Figure 1(c) shows the real dynamic characteristics of the
bogie frame under investigation. In the conventional com-
putational mechanics approach, we rely on the FEM to si-
mulate the stress-time sequence shown in Figure 1(c), with
forces F1, , F8 as inputs. We demonstrate the bottleneck of
such traditional computational methods in predicting the
load spectra of materials in a complex engineering system in
Appendix A in the Supporting Information. For full-scale
modeling of a three-car marshaling HST with high spatial
and temporal resolutions, the use of conventional approaches
becomes computationally prohibitive (as shown in Table S1)
and physically impossible. Thus, data-driven machine
learning may become a potential option to solve such pro-
blems.

2.2 Integrated computational mechanics with machine
learning

2.2.1 Learning objective
We adopt the data-driven learning approach to model the
dynamic and nonlinear characteristics of the concerned bogie
frame system because the governing physical laws cannot be
explicitly formulated due to their complexity. Two chal-
lenges, i.e., (a) the history-dependent dynamics and (b)
sufficiently large duration prediction for practical usage,
need to be overcome for the successful application of deep
learning in predicting the load spectrum.
The learning procedures are as follows: (1) Our objective
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is to obtain the load spectrum of a bogie frame of an HST. (2)
The inputs are the time histories of four vertical and four
lateral forces acting on the bogie frame (F1 to F8; as is shown
in Figure 1(a) (I)). (3) Our desired output is the stress-time
history at the critical point identified in Figure 1(a) (II). (4)
We utilize the learning algorithm to model the dynamic
system by capturing the intricate relationship between the
inputs and the outputs. (5) The force-time sequences from in-
service monitoring are used as the inputs of the trained model
to predict the stress-time histories and thus the load spec-
trum.

2.2.2 Physics-based model of a complex nonlinear dy-
namic system
In general, the physics-based equilibrium equation of a
nonlinear dynamic system with multiple degrees of freedom
can be formulated as follows [52]:

Mü Cu Ku F+ + = , (1)t t t t

whereM, C, and K denote the mass, damping, and stiffness,
respectively; u t, u t, and ü t denote the displacement, velocity,
and acceleration of the system at time t, respectively; and Fi
denotes the external load. With the known responses of the
system, we compute the field quantities, such as strain and
stress, for safety analysis. Then, we use Rt to denote the
responses of the system (e.g., displacements, strains, and
stresses), and it can be expressed as follows:

fR F M C K R= ( , , , , ). (2)t R t t 1

Eq. (2) indicates that R t depends not only on the systemic
property and current load Ft but also on the historic response
R t 1. The strong nonlinearity and hysteresis of interactions
between connecting components render the damping and
stiffness matrices infeasible in an explicit formula. For in-
stance, the stiffness and damping characteristics of air
springs connecting a car body and a bogie frame of an HST
heavily rely on the displacement, velocity, amplitude, and
frequency of the external excitations and the responses of the
structures to those loadings. The output force of a damper in
a suspension usually lags behind the displacement and ve-
locity transmission. As is depicted in Figure 1(c), the phy-
sical correlation between external loads and structural
responses governed by eq. (2) is intricate, and full-scale
modeling of high spatial and temporal resolutions is com-
putationally prohibitive and physically impossible.

2.2.3 Gated recurrent unit neural network for load spec-
trum prediction
To capture the history dependence, we adopt an RNN to
handle sequential data. The RNN calculates the output
o x h( , )t t t by taking advantage of the history-dependent hid-
den state h x h( , )t t t 1 . To avoid the “vanishing/exploding
gradients” [53] for long sequence learning using RNN, two
variations of RNN, i.e., long short-term memory (LSTM)
[54] and gated recurrent unit (GRU) [55] neural networks,
were developed. Multiple data gates that control the trans-
mission of information flow in hidden states and outputs are

Figure 1 Conventional computational mechanics challenge—fault diagnosis of a typical complex system. (a) Hierarchical structure of a CRH-380A electric
multiple units (EMU) platform, where we focus on the bogie frame, the most critical part for safety. The vulnerable location is at the junction of the transverse
beam and side frame. (b) On-track tests on the Beijing–Guangzhou and Beijing–Taiyuan passenger-dedicated lines (PDLs) for more than one year with an
operating mileage of approximately 1000000 km. For convenience, the station name is hereinafter referred to as its city name. (c) Load (kN)-time histories
acting on the bogie frame and the corresponding stress (MPa)-time history at the critical point, where each time step is 0.002 s.
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introduced. Therefore, the augmented sequential data learn-
ing in GRU neural network is adopted to capture the history-
dependent responses of the dynamic systems of our concern.
The standard architecture of a GRU neural network in-

cludes an input layer, multiple hidden layers composed of the
GRU and fully connected (FC) layers, and an output layer, as
is illustrated in Figure 2(a) and (b), where the network has 2
GRU layers and 1 FC layer as an example. The input layer is

Figure 2 Schematic diagram of a gated recurrent unit (GRU) neural network used for load spectrum prediction. (a) Architecture of a GRU neural network
with 2 GRU layers and 1 fully connected (FC) layer across the temporal space from 1 to N. (b) GRU neural network at time t, where the dimensions of the
input and output features are r and s, respectively, and the first and second GRU layers have m and p GRU cells, respectively. Notably, all trainable parameters
in (b) are shared across the entire temporal space. (c) Inner structure of the j-th GRU cell in the i-th GRU layer.
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connected to the input sequence x x x x x= { , , , , , }t N1 2 ,

t N= 1, 2, , , and x x xx = , , ,t t t t
r1 2 T

is the input with r-

dimensional features. Every GRU layer contains a suite of
GRU cells, and each of them, whose inner structure is illu-
strated in Figure 2(c), has an independent set of weights and
biases, which are shared across the entire temporal space
within the layer.
For a network with a total of L GRU layers, the informa-

tion flow in the l-th GRU layer at time t is formulated as
follows:

( )r W h W x b= + + , (3)t
l
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where W l (here h x={ , } and r z h= { , , }) denotes the

weight matrix, bl denotes the corresponding bias vector, ( )

denotes the sigmoid function, tanh( ) denotes the hyperbolic
tangent function, and denotes the Hadamard product. The
reset gate r t

l controls how much information from the pre-

vious hidden state h t
l

1 can be transmitted to the current

candidate hidden state h t
l. Meanwhile, the update gate z t

l

regulates the proportion of information from the previous
hidden state h t

l
1 and the current candidate hidden state h t

l

transmitted to the output o t
l, which is also used as the new

hidden state h t
l. The input of the l-th GRU layer x t

l is the

output of the l( 1)-th GRU layer h t
l 1. In particular, the input

of the first GRU layer is the input layer of the entire network
x t.
Thus, considering the information flow in a GRU network,

the hidden state of the L-th layer at time t, h t
L, could be

formulated as follows:

( )fh x h= , , , (7)t
L

t t
L

GRU 1

where denotes all weights and bias parameters involved in
the GRU layers. The output layer of the network
y y y y y= { , , , , , }t N1 2 , t N= 1, 2, , , is connected to the
last GRU layer through the FC layers, where

y y yy = , , ,t t t t
s1 2 T

is the predicted output with s-dimen-

sional features. When there is only 1 FC layer, the output of
the network at time t is expressed as follows:

( ) ( )g gy W o b W h b= + = + , (8)t o t
L

o o t
L

o

where Wo and bo denote the output weight matrix and output
bias vector, respectively, and g( ) denotes the output trans-

form function. The sigmoid function is adopted as the output
transform function in our model.
Notably, the relationship between h t

L and h t
L
-1 expressed in

eq. (7) and the dynamic response formulated in eq. (2) is
similar, which enables the GRU neural network to describe
similar history-dependent problems. The reset and update
gates in a GRU neural network make it possible to char-
acterize the dissipative property of a target system by con-
trolling the extent and duration of information correlation
during training. These two mechanisms, along with the
nonlinear activation functions in the hidden and output layers
of the GRU neural network, provide sufficient interpret-
ability for the model [56] to capture the history-dependent,
nonlinear, and dissipative behavior of a complex dynamic
system.

3 Learning framework

3.1 Learning algorithm

To learn the intricate correlation between external loads and
structural responses from experimental data in the context of
sequence learning, we develop appropriate methods and
strategies for test data processing, input (output) format
handling, hyperparameter choice, and predictive perfor-
mance assessment. The learning framework for load spec-
trum prediction of a dynamic engineering system is shown in
Figure 3, which includes (1) raw data testing and processing
to generate an effective database including inputs and cor-
responding outputs (Figure 3(a)); (2) segmentation and
randomization of long input/output sequences to improve the
trainability and predictive performance of the model, as
shown in Figure 3(b); (3) hyperparameter optimization to
construct a history-dependent neural network with the best
performance, as is shown in Figure 3(c); (4) model training
to explore the intricate correlation between load inputs and
response outputs and error analysis to assess the performance
of the learned model in load spectrum prediction. In practice,
the enumeration strategy is adopted to optimize hyperpara-
meters, such as the number of GRU layers, the cells in each
layer, and the length of subsequence, to achieve a learned
model with the best predictive accuracy and training effi-
ciency.

3.2 Segmentation and randomization for long-duration
sequences

In general, the total number of time steps of load and re-
sponse histories for an engineering system in service is tens
of millions or even much more. For instance, the force (in-
put) and stress (output) histories of the bogie frame from a
one-way operation on the Beijing–Guangzhou PDL under
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investigation last more than 15000000 time steps. Hence, we
develop a segmentation and randomization method to pre-
process such a long sequence to improve the predictability of
our learned model for data from a sufficiently long duration.
As is illustrated in Figure 3(b), the original long sequence

with a length of VK time steps can be expressed as a com-
bination of input and output sequences in the column di-
rection, as follows:

Q Q Q Q Q= { , , , , , } , (9)i VK
VK r s

1 2
T ×( + )R

where x x x y y yQ = , , , , , , ,i i i i
r

i i i
s1 2 1 2 T
, i VK= 1, 2, , .

We segment the original sequence Q into subsequences

{ }S S S S, , , , ,j V1 2 , and each of them hasK effective time
steps, which can be expressed as follows:

{ }
j V

S Q Q Q= , , ,

         ( = 1, 2, , ).
(10)j j K j K jK

K r s
( 1) +1 ( 1) +2

T ×( + )R

To eliminate the impact of the initial conditions on the
outputs at effective time steps, each subsequence is extended
Z time steps ahead, which can be expressed as follows:

{ }
j V

H Q Q Q Q= , , , , ,

          ( = 1, 2, , ).
(11)j j K Z j K j K jK

K Z r s

( 1) +1 ( 1) ( 1) +1
T

( + )×( + )R
Notably, during the training process, only the predictive

errors at the effective time steps are used for gradient descent
to update the parameters of the model.
Finally, we shuffle the V ordered subsequences to achieve

the random segment { }Hr Hr Hr Hr, , , , ,j V1 2 , which is a

random arrangement of { }H H H H, , , , ,j V1 2 , and

j V= 1, 2, , .
To improve the convergence capability during model

training, we divide all V subsequences into equal length
batches. For simplicity, we let nb=V/Lb, with Lb being the
batch size (number of subsequences in a batch); hence, nb is
the total number of batches. In each epoch of the training
phase, we iterate from the first batch to the nb-th batch to
calculate the gradient descent and update the parameters of
the learning model. Therefore, the batch size Lb is another
crucial hyperparameter that may affect the predictability of
the learning model.

3.3 Predictability evaluation metric

The weights and biases of the neural network model are
identified through supervised learning by minimizing the
difference between the model predictions and the desired
model output. Here, we use the normalized root mean square
error (NRMSE) and the probability density function (PDF)
of its distribution as the criteria to evaluate the predictive
performance of the trained model. To better illustrate the
definition of the error evaluation metrics, we assume that we
have only one feature for output, i.e., s=1. After the desired
and predicted output sequences are normalized to

y y yy = [ , , , ]N1 2 and y y yy = , , , N1 2 , respec-

Figure 3 Machine learning procedures for load spectrum prediction. (a) Raw data processing, including (1) zero drift removal, (2) filtering and abnormal
data elimination, and (3) conversion of strain signals into force and stress histories. (b) Segmentation and randomization of long input/output sequences: The
original sequence is divided into V shuffled subsequences with K effective time steps and z preceding steps to eliminate the possible influence of the initial
conditions. (c) GRU neural network construction and hyperparameter optimization, with subsequence length, GRU layers, and cells in each GRU layer as the
hyperparameters to be optimized.
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tively, between 0 and 1 with the same criteria, the NRMSE
metric is expressed as follows:

( )y y N

y N
NRMSE =

/

/
. (12)i

N

i i

i

N

i

=1

2

=1

To further explore the predictive accuracy of our model
over the entire time evolution, the PDF of the normalized
error distribution, i.e., πi, is expressed as follows:

y y

y N
i N= PDF

/
( = 1, 2, , ). (13)i

i i

i

N

i
=1

The neural network models are constructed in the Python
environment via the Keras library 2.3.0 [57]. In particular,
the input and output histories of the database are normalized
to the ranges of [−5,5] and [0, 1], respectively, to enhance the
training performance. The training process is performed
utilizing the Adam optimization algorithm [58] to minimize
the NRMSE between the original outputs and the predictions
on the validation set. All training, validation, and prediction
processes are conducted on a standard PC with a Core i7-
8700 central processing unit (CPU) and 16 G memory.

4 Predictability of test data

4.1 Field test

After the successful implementation and data preparation, we
illustrate the capability of our machine learning algorithms.
As is shown in Figure 1(a) (I), the external forces acting on
the bogie frame of a motor car, including four vertical and
four lateral forces, are used as inputs. The corresponding
maximum principal tensile stress at the critical point ac-
counting for fatigue failure [42], as is shown in Figure 1(a)
(II), is the output of the dynamic system. We note that dif-
ferent types of loads, such as stress, strain, force, moment,
and acceleration, may be measured at a certain point; how-
ever, all of them should be converted into stress for fatigue
analysis.
On-track tests were performed on the same CRH-380A

EMU platform under full operating conditions. All force and
stress signals are collected through the Somat eDAQ data
acquisition system of Hottinger Baldwin Messtechnik
(HBM) Company. To ensure the authenticity of the acquired
data, we set the sampling frequency to 500 Hz, which is
approximately ten times higher than the potentially activated
natural frequencies of the point. Raw data from on-track tests
are converted into force and stress histories using the nCode
9.0 software of HBM Company [59]. A more detailed de-
scription of the on-track test system and the raw data pre-

processing is provided in Appendix B in the Supporting
Information.

4.2 Predictions with test data

First, to illustrate the benefit of the segmentation and ran-
domization preprocessing, we use the force and corre-
sponding stress histories of the bogie frame of a motor car
measured between Beijing and Wuhan of the Beijing–
Guangzhou PDL to generate a database with a length of
8567000 time steps, where the first 4000000 time steps are
used for training while the rest are used for validation. Here,
a deep learning model consisting of 2 GRU layers with 100
cells in each layer and 1 FC layer is employed for data
training, and the effective length of each segmented sub-
sequence is set to 1000 while the preceding time steps are
100. In our investigation, the batch size Lb used for model
training is constant, i.e., Lb=40. Notably, both training and
validation sets are segmented, but only the training set is
randomized. We illustrate in Figure 4 the influence of seg-
mentation and randomization of long-duration sequences on
the predictability of the data-driven model for the database
from on-track tests. As is shown in Figure 4, the segmented
and randomized preprocessed database results in lower
NRMSEs of predictions on the training and validation sets
compared with both original and merely segmented pre-
processed ones. Consequently, the segmentation of long-
duration sequences could lead to a significant improvement
in the predictive accuracy of the data-driven model and,
combined with randomization preprocessing, could further
enhance the predictability and trainability of the model.
For predictions with test data, the entire database generated

from the Beijing–Guangzhou and Beijing–Taiyuan PDLs is
divided into four subsets. Notably, the Beijing–Guangzhou
PDL, given its long distance, occupies three of the four
subsets, namely, Beijing–Xinxiang, Xinxiang–Wuhan, and

Figure 4 Effect of segmentation and randomization preprocessing on the
performance of the data-driven model (the dashed lines denote the training
sets and the solid lines denote the validation sets). Here, only the update of
model parameters that leads to a smaller normalized root mean square error
(NRMSE) of predictions on the validation set is recorded at each epoch.
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Wuhan–Guangzhou. Among the four subsets, Beijing–Xin-
xiang and Xinxiang–Wuhan are used as “seen datasets” and
labeled as the training and validation sets, respectively, while
Wuhan–Guangzhou and Beijing–Taiyuan are used as “un-
seen datasets” for prediction and labeled as prediction sets 1
and 2, respectively, as is described in detail in Appendix C
and Figure S3(a)–(c). All subsets are segmented, but only the
training set (i.e., Beijing–Xinxiang) is randomized to im-
prove trainability and predictability.
Here, the effective length of a subsequence is 1000 time

steps, which leads to high predictive accuracy (Appendix D
and Table S2). The deep learning model is composed of 2
GRU layers with 100 cells in each layer. Our exploration
reveals that 250 epochs of training with the Beijing–Xin-
xiang dataset lead to a minimum NRMSE of predictability
when applying the model to the Xinxiang–Wuhan validation
set. In Appendix D, Figures S4(a), (b), and S5, we provide
the details of the hyperparameter analyses of the network.
We obtain the predicted stress histories by feeding the

force history from different datasets into the trained model.
The NRMSEs of the predictions using the training set, va-
lidation set, prediction set 1, and prediction set 2 are 0.0218,
0.0255, 0.0331, and 0.0342, respectively. In Figure 5(a)–(d),
we show snippets of the original output from the tests and the
predicted output from the trained model of the four datasets,
and the corresponding loci of the snippets are labeled in the
inset at the top. Both the amplitudes and phases of the pre-
dicted stress histories match the original ones. In particular,
the trained model accurately captures nearly all peaks and
valleys in the stress histories for both seen and unseen da-
tasets.
The overall accuracy of the trained model across the entire

temporal space is evaluated by analyzing the normalized

error distribution of predictions, as is illustrated in Figure 6
(a). Notably, the errors of the four datasets are approximately
±0.05, with confidence levels of 97.11%, 84.83%, 90.36%,
and 86.36%. The predictability of the “unseen datasets” is
better than that of the validation set from the “seen datasets”.
More importantly, for two operating speed levels on two
PDLs, i.e., 300 km/h (maximum speed) for Beijing–
Guangzhou and 200 km/h (maximum speed) for Shi-
jiazhuang–Taiyuan, the same learning model demonstrated
excellent predictability, which is pivotal for its generalization
to other PDLs and operating speed levels.
To further explore the predictability of our data-driven

learning algorithm from a statistical perspective, we compare
the stress spectra (stress distribution using the rainflow
counting method [60]) predicted by the model with those
obtained through experiments. As is shown in Figure 6(b)–
(e), despite the slight deviations from the “unseen datasets”
when the stress amplitudes are small, the predicted stress
spectra from all datasets are consistent with the test ones.
With the known stress amplitudes and frequencies of a load
spectrum, we calculate the damageD in the crucial site of the
bogie frame based on the elementary Miner’s linear cumu-
lative damage law, as follows [61]:
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where Ns denotes the total number of stress steps,
{ , , , , }i N1 s

denote the stress amplitudes after classi-
fication, fi denotes the frequency of the i-th step, and ms

denotes the slope of the S-N curve. Here, we take welded
steel joint as the model case. The welded joint can endure
approximately 2000000 cycles under a stress amplitude of

Figure 5 Predictability of the data-driven model. Comparisons of snippets of stress histories from tests and those predicted with the trained model,
arbitrarily extracted from the (a) training set, (b) validation set, (c) prediction set 1, and (d) prediction set 2.
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70 MPa and has a reliability of 99%, with ms=3.5 and
C=5.74×1012. We show in Table 1 the comparison of da-
mages calculated from the measured stress spectra and the
predicted ones obtained by our data-driven model on the four
datasets. The learning model could predict the damages with
an acceptable accuracy on all four datasets, and the pre-
dictability of the “unseen datasets” is again better than that of
the validation set from the “seen datasets”.
Notably, the stress levels on prediction set 1 are generally

higher than those on the training set because of the more
complicated mountainous route conditions from Wuhan to
Guangzhou of the Beijing–Guangzhou PDL. Despite the
slower operating speed, the stress levels in the latter half of
prediction set 2 increase slightly because the tracks are
switched from ballastless track to ballasted track. These
features are demonstrated in the stress spectra shown in
Figure 6(b)–(e). As was discussed previously, our data-dri-
ven model performs better on both “unseen datasets” than the
validation set from the “seen datasets” in terms of damage
prediction and the proportion of stress history predictions
with a normalized error between −0.05 and 0.05. The model
has good extrapolation capability for harsh line conditions
with consequentially higher load levels. Other extrinsic
factors, such as weather conditions and loading capacity,
which are difficult to obtain from the current in-field ex-
periments, do not alter the accuracy of the prediction as long
as the loading transmission path remains the same.

In terms of computation cost, the entire training process in
this work could be completed in tens of hours on a standard
PC with a Core i7-8700H CPU and 16 G memory, while
predictions of long-duration load spectrum using the trained
model only take a few minutes. The computational com-
plexity of the training process is positively related to the
number of samples on the training set and the length of the
subsequence. In contrast to the conventional finite-element-
based calculations shown in Table S1 of Appendix A, the
current computation cost is indeed negligible. Hence, we
believe that the present learning method, combined with
limited experimental data, may provide an efficient method
to reproduce precise load spectra, i.e., both load-time history
and load amplitude-frequency statistics, for fatigue analysis
of engineering structures.
In general, forces acting on the bogie frame may be con-

veniently monitored. The force-time sequences are the input
of our trained model to predict the stress-time sequences.
Notably, the time sequences of all forces transmitted to a
component need not be obtained to achieve high-fidelity
mapping of the stress-time histories of vulnerable sites,
which is of significant advantage in engineering practice and
outperforms traditional computational methods that require a
full description of boundary conditions for a well-posed
boundary value problem. With the predicted stress-time
histories, we can extract a stress spectrum and proceed with
fatigue analysis.

Figure 6 Overall predictability of the data-driven model. (a) Normalized error distributions of the four predictions. Stress spectra of the four datasets
corresponding to the (b) training set, (c) validation set, (d) prediction set 1, and (e) prediction set 2 (the blue lines denote the test data and red lines denote the
predictions).

Table 1 Damages in the crucial site of the bogie frame calculated from the measured stress spectra and the predicted ones obtained by the learning model,
along with their relative errors

Dataset Training set Validation set Prediction set 1 Prediction set 2

Test 4.696×10−7 4.451×10−7 1.725×10−6 4.920×10−7

Prediction 4.583×10−7 4.145×10−7 1.680×10−6 4.707×10−7

Relative error −2.42% −6.87% −2.61% −4.33%
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5 Segmentation strategy for stress learning
from dissipative systems

We demonstrate in previous sections the success in learning
the load spectrum of highly dissipative structures in a non-
linear system. Now, we aim to examine the efficiency and
effectiveness of the computational method for two con-
siderations, i.e., (1) the length of the redundant data em-
ployed in our learning algorithm (Figure 3(b)) to eliminate
the possible influence of nonlinear dissipation and (2) the
length of the segmentation used to update the model to
achieve better predictability at a low computation cost.
We show in Figure 7(a) snippets of the original stresses

from the field test (Beijing–Baoding, top right inset) and the
predicted stresses from the learning model trained in Sect. 4.
For an arbitrary independent subsequence, the predicted
stress at the beginning does not match well with the ex-
perimental test (the shaded regions in Figure 7(a)) because of
the lack of inherited information from previous time steps in
the system with a viscous response. Therefore, redundant
data segmentation is used in our learning algorithm to
eliminate the influence of preceding time steps. The length of
this redundancy can be determined by examining the pre-
dictability of the learning algorithm. Figure 7(a) and (b)
show that the characteristic dissipation time scale in the
current dynamic system is approximately 60 steps, which
corresponds to 0.12 s.
To determine the “optimal” length of subsequences, we

employ a sufficiently long force and stress histories from
Beijing to Baoding of the Beijing–Guangzhou PDL to pro-

duce a database that covers 400000 time steps, in which the
first 300000 time steps are used for training while the rest is
used for validation. Based on the numerical experiments and
hyperparameter analyses, we use a learning model consisting
of 2 GRU layers with 40 cells in each layer for data training.
We adopt segmented subsequences of different time steps,
i.e., from 20 to 5000, to train the learning model with the
same architecture. By exploring the training efficiency and
prediction accuracy of the trained model, we can deduce the
relationship between the subsequence length and the char-
acteristic dissipation time of the system. The redundancy is
now set to 100 steps, which is greater than the minimum
requirement of 60 time steps in our previous investigation.
Ideally, the longer the subsequence length is, the better the

prediction. In practice, a low efficiency can be observed for a
long subsequence length. We show in Figure 7(c) the tradeoff
between predictability and computation time for segmented
subsequences with different subsequence lengths, from
which an “optimal” length is obtained. As is shown in Figure
7(c), the increase of the subsequence length could initially
(before 200 time steps) lead to a considerable improvement
in both predictability and training efficiency of the model,
which is due to the reducing weight of “redundancy” in
computation. A further increase of subsequence length leads
to a slow improvement in predictability but a high compu-
tation cost, due to a deeper time sequence in the learning
algorithm, which corresponds to a greater N in Figure 2(a):
The computational time using the backpropagation through
time algorithm is proportional to O(N). The competition
between these two factors leads to the “optimal” sub-

Figure 7 Correlation between the length of the segmented subsequence and the characteristic dissipation time of the target system. ((a) and (b)) Snippets of
stress histories from the tests and those predicted with the trained model, respectively. Here, negative abscissas denote the preceding time steps, while the
positive abscissas denote the effective steps in the segmented subsequences. Moreover, Ka and Kb are the starting effective steps for the two subsequences.
Then, the characteristic dissipation time of the system tc is deduced from the significant difference in the phase and amplitude between the field test data and
the predictions. (c) Tug of war between predictability and computation time of the learning algorithm leads to the “optimal” subsequence length, i.e.,
approximately 8–16 times the characteristic dissipation time.
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sequence length, i.e., approximately 8–16 times the char-
acteristic dissipation time (the shaded region in Figure 7(c))
of the target system.

6 Conclusions

Although load spectra are indispensable and ubiquitously
employed for the fault diagnosis and life assessment of en-
gineering systems, precise spectra composed of an adequate
amount of data are difficult to obtain. Traditional computa-
tional mechanics requires discretizing regions considerably
smaller than the characteristic size of defects and possible
deformation concentration regions, leading to the curse of
complexity. By building an intelligent model to learn from
limited experimental data and observations, the deep learn-
ing method has the potential to circumvent such challenges
by ensuring reliable mapping from forces to stress fields,
where forces are easy to get while stress fields are difficult to
obtain. Successful applications of this idea to complex sys-
tems are still scarce. Thus, standardized benchmarks and
metrics for neural network pruning are necessary [62]. With
this practice, we consider a well-known complex system—an
HST, to learn the time history of stress at a certain point of
the bogie frame, starting from the time histories of four
vertical and four lateral forces transmitted from the wheelsets
and acting on the bogie frame. Such a relationship between
acting force and stress would involve intensive computation
endeavors as the eight forces are just a small portion of the
boundary conditions, and stresses at any point are outcomes
of collective motion and deformation of bogie frames, car-
riages, transmission and connecting components, and aero-
dynamics. A routine normally leads to computation disaster.
We demonstrate that the learning algorithm could effectively
predict the load spectrum of a complex dynamic system at a
low computation cost. Notably, the trained model is more
accurate than traditional simulation techniques because the
training process is directly driven by the test data without any
model simplification and mechanical assumption in the
context of sequence learning.
Generally, the success of machine learning is dependent on

the quantity and quality of available data. Our data-driven
model, fed with a small amount of data for supervised
learning tasks, exhibits high fidelity in predicting the sub-
sequent load spectrum with sufficiently large duration and
excellent generalization capability under different working
conditions of the dynamic system, such as operating speed
levels and routes. This result is pivotal in fields where ex-
perimental data are scarce or at a high cost. In terms of
quality, the model exhibits excellent predictability, comput-
ability and stability [63] for the database containing ap-
proximately 1000000 km of service, which includes multiple
operating routes and different speed levels from the same

CRH-380A EMU platform.
As iterative solutions of physical equations for high re-

solutions at spatial and temporal scales are not needed, the
deep learning strategy provides a promising alternative to the
current load spectrum calculation scheme for general dy-
namic systems by directly building a bridge between history-
dependent load inputs and response outputs through data
learning. The refined segmentation and randomization
strategy for long-duration historical data and historical
learning in current algorithms enable machines to “learn” by
using smaller datasets to realize a load spectrum of high
fidelity in long-duration service—a fundamental develop-
ment that would eliminate the need to access immense da-
tasets.
Although we use a particular engineering system to de-

monstrate the effectiveness of the algorithm, the unifying
framework that enables the synergy to save orders of mag-
nitude of time in monitoring the load spectra of complex
engineering structures is fundamental and universal and can
serve as a benchmark and be employed to model the time-
dependent mechanical behavior of many other dynamic
systems where fatigue fracture is of paramount concern.
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