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ABSTRACT

Toward data-driven wall-modeled large-eddy simulations of different wall-bounded turbulent flows, a wall model is learned in this work
using the wall-resolved large-eddy simulation (WRLES) data of the flow over periodic hills (PH) and the law of the wall (LoW). The feedfor-
ward neural network (FNN) is employed to construct the model. The obtained FNN_PH-LoW model is successfully tested using the direct
numerical simulation data of turbulent channel flows and the WRLES data of PH cases, and applied to turbulent channel flows for a wide
range of Reynolds numbers.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0143650

I. INTRODUCTION

Wall-modeled large-eddy simulation (WMLES) is promising for
simulating industrial turbulent flows at a high Reynolds number.1–5 A
wall model, which can properly mimic the effect of the wall on the
outer flow, is the key for the success of WMLES. The conventional
wall models, which are often derived based on the equilibrium
assumption, cannot accurately predict turbulent flows with separation.
The machine learning method has become a powerful tool for differ-
ent problems in fluid mechanics,6,7 e.g., the development of turbulence
models,8–14 temporal prediction of turbulence,15–18 reconstruction of
the turbulent flow fields,19–24 turbulence identification,25–27 and turbu-
lent flow control.28–30 In our recent work,31 we developed a wall model
using the feedforward neural network (FNN) and the data of turbulent
flow over periodic hills [which is dubbed as the FNN_periodic hills
(FNN_PH) model in this paper]. With the aim that the data-trained
model obeys the law of the wall for attached flows (e.g., fully developed
turbulent channel flows and turbulent boundary layer flows), a new
version of the FNN_PH model is trained to satisfy the law of the wall
(dubbed as FNN_PH-LoW) and systematically tested using the cases
with and without flow separation.

The development of wall models using the machine learning
technique dates back to the work by Milano and Koumoutsakos,32 in
which the neural network was employed to construct the near wall
flow in a turbulent channel flow. In the work by Yang et al.,33 a wall
model based on a physics-informed neural network was developed

and successfully applied to turbulent channel flows at various
Reynolds numbers. A similar neural network was then employed to
develop a wall model for spanwise rotating turbulent channel flows by
Huang et al.34 In the work by Bae and Koumoutsakos,35 a wall model
based on the reinforcement learning approach was developed and suc-
cessfully applied to the turbulent channel flows at high Reynolds num-
ber. For turbulent flows with separation, Zhou et al.31 developed a wall
model based on neural networks and the data from the turbulent flow
over periodic hills, with the successful a priori tests and a posteriori
applications to turbulent channel flows. In the work by Zhou et al.,36

the multi-agent reinforcement learning35 was used to develop a wall
model for the turbulent flow over periodic hills, which showed better
predictions on the mean wall shear stress and velocity profiles than the
equilibrium wall model at the trained Reynolds number. To develop a
wall model for simulating different flow regimes, Lozano-Dur�an and
Bae37 proposed a methodology including a predictor and a classifier
with the wall models trained using direct numerical simulation (DNS)
data of several canonical turbulent flows. In the recent work by
Lozano-Dur�an and Bae,38 the model was further developed using the
WMLES data for training to account for the error due to the discreti-
zation scheme and the grid employed in WMLES.

It is always the hope that the learned wall model is applicable to
different wall-bounded turbulent flows. One basic requirement is that
the learned wall model can reproduce the law of the wall. Bin et al.39

recently proposed a progressive machine learning paradigm to respect
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less complex models when training wall models for complex flows,
and tested using the logarithmic layer, channel, boundary layer, and
rotating channel examples. Toward the development a generalized
wall model, this work is devoted to learn a wall model, which works
for the separated flows, for which the data are employed for training,
and satisfies the law of the wall in the meantime.

In the rest of the paper, the employed training data are presented
in Sec. II. In Sec. III, the neural network for constructing the wall
model is introduced. Then, the a priori tests and a posteriori applica-
tions of the model are shown in Sec. IV. At last, conclusions from this
study are drawn in Sec. V.

II. DATA PREPARATION

In this section, we describe the employed data, which include the
periodic hill data and the data generated using the logarithmic law of
the wall, for training the FNN_PH-LoWmodel.

A. Periodic hill data

The employed periodic hill data are from wall-resolved large-
eddy simulations (WRLESs), which were reported in our previous
papers.31,40 Figure 1 shows the schematic of geometry, mesh, and
time-averaged velocity field for the turbulent flow over periodic hills.
The virtual flow simulator (VFS-Wind)41 code was employed to carry
out the flow simulations, in which the governing equations are the
three-dimensional unsteady spatially filtered incompressible Navier–
Stokes equations in non-orthogonal, generalized curvilinear coordi-
nates, shown as follows:
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where xi and ni are the Cartesian and curvilinear coordinates, respec-
tively, nil ¼ @ni=@xl are the transformation metrics, J is the Jacobian of
the geometric transformation, ui is the ith component of the velocity
vector in Cartesian coordinates, Ui ¼ ðnim=JÞum is the contravariant
volume flux, gjk ¼ njln

k
l are the components of the contravariant met-

ric tensor, and p is the pressure. In the momentum equation, sij

represents the anisotropic part of the subgrid-scale stress tensor, which
is modeled by the Smagorinsky model (SM)

sij � 1
3
skkdij ¼ �2�t�Sij; (2)

where �Sij ¼ 1
2

@Ui
@xj

þ @Uj

@xi

� �
is the filtered strain-rate tensor and �t is the

eddy viscosity calculated by

�t ¼ ðCSDÞ2j�Sj; (3)

where CS is the model coefficient, and it is calculated dynamically
using the dynamic Smagorinsky model (DSM) developed by Germano

et al.,42 j�Sj ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2�Sij�Sij

q
and D ¼ J�1=3 is the filter size, where J�1 is the

cell volume.
The computational parameters of the WRLES cases employed in

this work are listed in Table I. The data from cases 1 and 3 are
employed for training the model, while the rest are employed for test-
ing. For each case, nine snapshots per one flow-through time
(T ¼ Lx=Ub) on four spanwise (x � y) slices located at z=h ¼ 0:0,
1.125, 2.25, and 3.375 are saved for a total simulation time 50T. For
each snapshot, the velocity and pressure gradient data at 95 nodes,
which are uniformly distributed in hwm=h 2 ½0:006; 0:1� in the wall-
normal direction, and the corresponding wall shear stress are extracted
using the triangulation with linear interpolation approach. With the
flow data, the input features and output labels as listed in Table II are
computed for the neural network. The input features consist of the
wall-normal distance hwm, the three velocity components uw;t ; uw;n,
and us in the wall-tangential, wall-normal, and spanwise directions

and the pressure gradients @p
@wt

; @p
@wn

in the wall-tangential and wall-
normal directions at three wall-normal points, with the distance
between two adjacent points Dh ¼ 0:03h. The wall-normal distance is
normalized by a near-wall length scale y� ¼ �=usp,

44 where usp

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2v þ u2p

q
; uv ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
j �uw;thwm

j
q

; up ¼ j �q @p
@wt

j1=3. The output labels

FIG. 1. Schematic of geometry, mesh, and time-averaged velocity field for the tur-
bulent flow over periodic hills. The employed curvilinear mesh for WRLES is dis-
played every fifth grid line.

TABLE I. Parameters for the WRLES of turbulent flow over periodic hills, where a
denotes the multiplicative factor for hill geometry31,43 (the lower the a value, the
steeper the hill, and a ¼ 1:0 denotes the baseline in Fig. 1) and Dyc is the height of
the first off-wall grid node.

Case Reh
Mesh

(Nx � Ny � Nz) a
Dt

(�10�2)
Dyc=h
(�10�3)

1 (Hill_B) 5600 297� 193� 187 1.0 1.0 1.5
2 (Hill_S) 10 595 267� 193� 187 0.5 1.0 1.5
3 (Hill_B) 10 595 297� 193� 187 1.0 1.0 1.5
4 (Hill_L) 10 595 327� 193� 187 1.5 1.0 1.5

TABLE II. The inputs and outputs for training the FNN model. The inputs are taken
at three points in the wall-normal direction with the distance between two adjacent
points Dh ¼ 0:03h.

Input Output

ln hwm
y�

� �
;
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� d
ub
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� d
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� d
ub
; @p
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; @p
@wn

� hwmd � d
u2b

sw;t
u2b
;
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u2b
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consist of the wall-tangential and spanwise wall shear stresses. More
details about the data preparation can be found in Ref. 31.

B. Data from the law of the wall

We employ a simple but general approach to incorporate the law
of the wall (LoW) in the present wall model, that a certain amount of
data are generated using the LoW. In this work, the logarithmic law
for a smooth wall in the following form is employed:

Uþ ¼ 1
j
ln yþ
� �þ B; (4)

where the von K�arm�an constant j � 0:41, B¼ 5.2, the normalized
mean streamwise velocity Uþ ¼ U=us; yþ ¼ yus=�, and the friction
velocity us ¼

ffiffiffiffiffiffiffiffiffiffi
sw=q

p
(sw is the wall shear stress, � ¼ l=q is the kine-

matic viscosity).
With the LoW, the training data are generated in the following

four steps:

1. Sample NR¼ 701 cases for Res 2 ½102; 109� in the following way:

ResðmÞ ¼ 102þ
7m

NR�1; m ¼ 1; 2;…;NR � 1; (5)

where Res ¼ usd=� is the friction Reynolds number, d is the
characteristic length, e.g., boundary layer thickness.

2. For each Res, sample the velocity and wall shear stress data using
the LoW at the wall-normal locations in the range of
hwm 2 ½ 30Res ; 0:1�,

hwm ¼ 10lg
30
Res

þj�dh; (6)

where j is the grid index in the wall-normal direction, and
dh¼ 0.002 in this work.

3. Normalize the velocity and wall shear stress using the bulk veloc-
ity, which is calculated by integrating on the LoW in the range of
yþ 2 ½0;Res� using the following empirical formula:

Ub ¼
ðRes
0

Uþ

Res
dyþ þ 0:5: (7)

This is to ensure the obtained flow data are consistent with the
present WMLES, in which the bulk velocity is employed for
normalization.

4. Prepare the inputs and outputs listed in Table II. For the data
from the LoW, the 3rd; 4th; 6th input and the 2nd output listed
in Table II are set to zero. The 5th input is also zero in the origi-
nal data. To prepare the data as the input for training and testing
the model, normalization of the inputs is performed. During the
normalization, the 5th input is allowed to change, while the
3rd; 4th; and6th of the inputs are fixed at zero. This is based on
the consideration that the learned model should be well posed as
for the actual physical problem. Considering the law of wall,
there are three independent variables to determine the friction
velocity, i.e., the streamwise velocity, the corresponding wall-
normal position, and the molecular viscosity.

III. CONSTRUCTION OF DATA-DRIVENWALL MODEL

A feedforward neural network similar to that in our previous
work,31 which includes six hidden layers with 15 neurons in each layer,

is employed to construct the data-driven wall model. The activation
function employed in this paper, which is the rectified linear unit
(ReLU) in Ref. 31, is the hyperbolic tangent (tanh)45 in the following
form:

f xð Þ ¼ ex � e�x

ex þ e�x
: (8)

The prepared input and output data (denoted as x) are normalized
using the Min–Max scaling

x� ¼ 2 x � xminð Þ
xmax � xmin

� 1: (9)

The error backpropagation (BP) scheme46 implemented with
TensorFlow47 is employed to train the FNN wall model. The key steps
for training can be found in Sec. IIIA of Ref. 31. The procedure for cal-
culating the output based on the input in the FNN, which includes the
linear matrix manipulation of the weight and bias coefficients and the
nonlinear mapping using the activation function, was shown in
Appendix C of Ref. 31.

The number of input–output pairs from the LoW and PH case is
both 1:1� 106, of which 90% are used as training dataset and the rest
10% are employed for validation, and the batch size is 2� 105. The
loss function is defined as the weighted sum of mean square error
(MSE) from the data of LoW (loss_1) and PH case (loss_2)

loss ¼ a1 � loss 1þ a2 � loss 2;
loss 1 ¼ 1

N1

XN1

i¼1

Y1;i � Y1;i
�� �2

;

loss 2 ¼ 1
N2

XN2

i¼1

Y2;i � Y2;i
�� �2

;

8>>>>>><
>>>>>>:

(10)

where N1 and N2 are the number of training samples for LoW and PH
case, and Y� and Y denote the FNN output and labeled output, respec-
tively. In this work, the weights of a1 ¼ 1000; a2 ¼ 1 are employed.
This is due to the different convergence rates for training the model
using the PH data and the LoW data. A higher weight for the loss of
the LoW data is to make the contribution of loss function from the
data of LoW and PH case comparable, so that both the complex flow
characteristics in the PH case and the logarithmic law could be
included in the trained model. Two models with a1 ¼ 500 and
a2 ¼ 1, and a1 ¼ 2000 and a2 ¼ 1 were also trained and tested, show-
ing that the model performance does not particularly depends on the
choices of a1 and a2.

Figure 2 plots the variations of loss_1 and loss_2 with the training
epochs. Initially, both the losses are large because the weight coeffi-
cients in the FNN are randomly set and the bias coefficients are set to
zero. With the adjustment of the weight and bias coefficients, the
loss_1 rapidly decreases as the functional form of LoW is easy to
approximate, while the loss_2 decreases at a much lower rate because
of the complicated flow field near the wall of the PH case and possibly
the influence from the LoW data.

IV. EVALUATION OF THE FNN_PH-LOWWALL MODEL

The predictive capacity of the FNN_PH-LoW model is first eval-
uated using the DNS results of turbulent channel flows at Res ¼ 1000
and 5200.48 In this test, the FNN_PH-LoW model computes the wall

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 35, 055108 (2023); doi: 10.1063/5.0143650 35, 055108-3

Published under an exclusive license by AIP Publishing

 08 April 2024 03:26:35

https://scitation.org/journal/phf


shear stress based on the mean streamwise velocity at different wall-
normal positions. Figure 3 compares the predictions from the data-
driven models with the DNS results. The y axis indicates the position
of the first off-wall grid node of the three grid nodes employed as input
features. The target values of wall shear stresses are
sw;t ¼ �1; sw;s ¼ 0. Discrepancies are observed for the FNN_PH
model31 trained using only the PH case. After coupling the data

generated using the LoW, the FNN_PH-LoW model accurately pre-
dicts both the spanwise and streamwise wall shear stresses for the
input data located at different wall-normal positions especially for
hwm=d 2 ½0:003; 0:1�.

The generalization capacity of the FNN_PH-LoW model is then
tested using the PH data different from the training data, including
different geometries (cases 2 and 4). Figures 4 and 5 depict the

FIG. 2. Variations of (a) loss_1 and (b) loss_2 with training epochs.

FIG. 3. Evaluation of the FNN_PH-LoW model using the DNS data of turbulent channel flows48 for (a), (c) the spanwise component sw;s and (b), (d) the streamwise compo-
nent sw;t of the wall shear stress. The predictions of the FNN_PH model31 are also plotted for comparison.
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evaluation of the FNN_PH-LoW model on predicting the wall shear
stresses, including the time-averaged and instantaneous value of wall-
tangential and spanwise skin friction coefficients (Cf ;t ¼ sw;t=
1
2 qU

2
b ; Cf ;s ¼ sw;s= 1

2qU
2
b ), the correlation coefficients (qs) of the fluc-

tuating part of the wall shear stresses, and the relative error (ehsi) of
the time-averaged wall shear stresses, in which the qs and ehsi are
defined as follows:

qs ¼
h sFNNw � hsFNNw i� � � sLESw � hsLESw i� �i

h sFNNw � hsFNNw i� �2i1=2h sLESw � hsLESw i� �2i1=2 ; (11)

ehsi ¼ hsFNNw i � hsLESw i
jhsLESw ijmax

; (12)

where “h i” denotes the average over snapshots.

As seen in Figs. 4(a) and 4(b), the time-averaged and instanta-
neous tangential skin friction coefficients predicted by the FNN_PH-
LoW model agree well with those from the WRLES for all three hill
geometries, including some abrupt changes of Cf ;t observed at differ-
ent streamwise positions. In Figs. 4(c) and 4(d), it is observed that the
correlation coefficients are larger than 0.6 and the relative errors are
smaller than 5% at most streamwise positions except for the locations
near the crest of the hill, where the correlation coefficient is around
0.5, and the relative error is around 0.1. Compared with the results
from the FNN_PH model (Figs. 8 and 12 in Ref. 31), the correlation
coefficient is slightly decreased with similar relative error. As the
model is not trained for any specific positions, that the flow is featured
by sharply increases or decreases of force coefficients on the wall near
the crest of the hill is the main reason for the relatively poor perfor-
mance at corresponding locations.

FIG. 4. Evaluation of the FNN_PH-LoW
model in predicting the tangential wall
shear stresses in the PH cases for (a), (b)
the time-averaged and instantaneous tan-
gential skin friction coefficients, (c) the
correlation coefficients [Eq. (11)] of the
fluctuating part of the wall shear stress,
and (d) the relative error [Eq. (12)] of the
time-averaged wall shear stress.
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As for the spanwise wall shear stress shown in Figs. 5(a) and
5(b), the time-averaged spanwise friction coefficients predicted by
the FNN_PH-LoW model are around zero as expected. It is seen
that the streamwise variations of the instantaneous spanwise fric-
tion coefficients are acceptable and captured by the FNN_PH-LoW
model as well. The values of the correlation coefficients shown in
Fig. 5(c) are observed being similar with those for the tangential
wall shear stress.

At last, the a posteriori tests of the FNN_PH-LoWmodel are car-
ried out by applying the model to WMLES of turbulent channel flows
at different Reynolds numbers. The velocity and pressure gradient
from WMLES are employed as the inputs to compute the wall shear
stresses, which in turn are employed as the boundary condition for
WMLES.

In the simulated cases, the dimensions of the channel are 7:0d
�2:0d� 3:5d in the streamwise, vertical, and spanwise directions,
respectively, where d is the half height of the channel. A wide range of
bulk Reynolds numbers, i.e., Reb ¼ Ubd=� ¼ 19 999 � 6:0� 109, are
considered. The channel is discretized using a grid of 64� 64� 64,
with the height of the first off-wall grid set to 0:03d. To avoid the loga-
rithmic layer mismatch,49 the flow data starting from the second off-
wall grid node at hwm;1 ¼ 0:045d and the following two grid nodes at
hwm;1 þ 0:03d and hwm;1 þ 0:06d are employed as the inputs when
using the FNN_PH-LoWmodel.

Figure 6 compares the mean streamwise velocity profiles from
WMLES with the FNN_PH-LoW model and the LoW model, while
the logarithmic law and the DNS data for Res ¼ 1000 and 5200
(Refs. 48 and 50) are also plotted for comparison. For both wall
models, a good agreement is observed for all the considered
Reynolds numbers. In Figs. 7 and 8, the Reynolds stresses predicted
by the WMLES are compared with the DNS results for Res ¼ 1000
and 5200, respectively. The predictions from the FNN_PH-LoW
model and the LoW model are close to each other. Compared with
the DNS results, an overall good agreement is observed with dis-
crepancies in the near-wall region, where the primary Reynolds
shear stress and the vertical component of Reynolds normal stresses
are underpredicted.

In addition to the wall model, the discretization scheme, the
subgrid scale (SGS) model, and the quality of the employed grid
also affect the predictive capability of WMLES. Here, the effects of
the discretization scheme for the convection term and the SGS
model are tested for WMLES of turbulent channel flows. Figure 9
plots the obtained mean streamwise velocity profiles. It is seen in
Fig. 9(a) that the mean velocity profiles from the central difference
scheme with the SM model (C2

S ¼ 0:01) agree well with the DNS
results and logarithmic law. The QUICK scheme, on the other
hand, underpredicts the velocity at the first 2 to 3 off-wall grid
nodes and shifts the velocity profile up in the logarithmic and wake

FIG. 5. Evaluation of the FNN_PH-LoW
model in predicting the spanwise wall
shear stresses in the PH cases for (a),
(b) the time-averaged and instantaneous
spanwise skin friction coefficients, and (c)
the correlation coefficients [Eq. (11)] of the
fluctuating part of the wall shear stress.
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regions as shown in Fig. 9(b). When decreasing the coefficient to
C2
S ¼ 0:001, the velocity in the near-wall region (not the first 2 to 3

off-wall grid nodes) obeys the law of the wall (having the same
slope), while deviates in the outer region by a larger slope and an

upward shift as shown in Fig. 9(c). Figure 9(d) shows the results for
C2
S ¼ 0:1. As seen, the obtained mean velocity profiles are far from

satisfactory that the large-eddy viscosity significantly decelerates
the flow in the near-wall region.

FIG. 7. Vertical profiles of (a) the primary Reynolds stress hu0v0i, (b) the streamwise component hu0u0i, (c) vertical component hv0v0i, and (d) spanwise component hw 0w0i of
Reynolds normal stresses from the a posteriori tests of the FNN_PH-LoW model and the LoW model for turbulent channel flows at friction Reynolds number Res ¼ 1000.

FIG. 6. Mean streamwise velocity profiles from the a posteriori tests of (a) the FNN_PH-LoW model and (b) the LoW model for turbulent channel flows at friction Reynolds
numbers from Reb¼ 19 999 (Res ¼ 103) to Reb ¼ 6:0� 109 (Res ¼ 1:2� 108).
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FIG. 9. Mean streamwise velocity profiles from the a posteriori tests of the FNN_PH-LoW model coupled with different discretization schemes for the convection term (a), (b)
and different coefficients of the Smagorinsky model (c), (d): (a) central difference scheme and (b) QUICK scheme with C2

S ¼ 0:01; (c) C2
S ¼ 0:001 and (d) C2

S ¼ 0:1 with the
central difference scheme.

FIG. 8. Vertical profiles of (a) the primary
Reynolds stress hu0v0i, (b) the streamwise
component hu0u0i, (c) vertical component
hv0v0i, and (d) spanwise component hw 0w 0i
of Reynolds normal stresses from the a pos-
teriori tests of the FNN_PH-LoW model and
the LoW model for turbulent channel flows at
friction Reynolds number Res ¼ 5200.
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V. CONCLUSIONS

In this work, a data-driven wall model (dubbed as the FNN_PH-
LoWmodel) was trained based on the WRLES data of the periodic hill
cases and the law of the wall. To train the FNN wall model, the wall-
normal distance, near-wall velocities, and pressure gradients as input
features and the wall shear stresses as output labels are employed. In
the a priori test, the trained wall model is evaluated using the DNS
profiles of turbulent channel flows and the WRLES data of turbulent
flow over periodic hills. In the a posteriori test, the WMLES cases of
turbulent channel flows at a wide range of Reynolds numbers were
carried out. In both a priori and a posteriori tests, an overall good per-
formance was observed for the FNN_PH-LoWmodel.

It should be noted that combining the LoW data and PH data for
model training is an approach employed to satisfy the LoW for the
trained wall model. It is not intended to train a generalized wall model
by mechanically adding new flow data, although combining several
sets of typical flow data could be a feasible way to increase the general-
izability of the learned wall model.
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