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#### Abstract

The eXtended Finite Element Method (X-FEM) is a versatile technique to model discontinuities by enriching the trial functions with a prior solution. In the X-FEM, a crack can be explicitly represented by a set of triangles or implicit signed distances, i.e., level set functions, of the points of interest from the crack surface and the crack front. In the explicit representations, it is crucial to accurately evaluate surface normal, conormal, and tangent vectors along crack fronts for computations of the gradients of the enriching functions. The solution is very sensitive to these directional vectors, especially for non-planar 3D cracks. We here propose a novel approach to compute these gradients without evaluating the directional vectors. Level set functions are first set up in a hexahedral grid independent of the background mesh in the X-FEM. We can thus implement the Weight Essentially Non-Oscillatory (WENO) scheme to compute the gradients of level sets. The gradients of the enriching functions at any integration point can therefore be computed by interpolations and chain rules. We compare the implementation procedures of the explicit representation and the proposed hybrid representation in detail. A three-dimensional lens crack problem is studied to demonstrate the accuracy of the proposed method, especially for coarse meshes.


## 1. Introduction

The accurate modeling of three-dimensional cracks in finite bodies has been studied for decades. This can be achieved by either embedding strong discontinuity in the interpolated displacement field or via a smeared crack approach where a continuous indicator function is used to approximate the sharp discontinuity [1]. The X-FEM and the Generalized Finite Element Method (GFEM) belong to the first strategy. These two methods are synonymous [2] and both rely on the partition-of-unity enrichment to enrich the displacement field [3]. This advance leads to the modeling of arbitrary discontinuities independent of the mesh without requiring remeshing [4]. The essence of the X-FEM is to extend the space of approximation functions with typical functions obtained from analytical solutions for displacements at crack tips. Computing the element stiffness matrix requires calculating the spatial gradients of these enrichment functions. Typically, crack front coordinate systems are used to transform the spatial gradients between local and global systems. Thus, computing the directional vectors at crack fronts appears significant, and it depends on the representation of the cracks. Generally, there are three approaches for representing three-dimensional cracks.

1. Explicit approaches: the crack front and the crack surface are represented explicitly as a mesh [5-9]. For a three-dimensional crack, the surface is typically represented by a polygon partitioned into triangles, so the crack front consists of line segments. With this technique, the crack surface is explicitly meshed separately from the volume mesh. Therefore, the size of the elements in the volume mesh does not affect the accuracy of the crack surface representation, nor does the facet size in the
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explicit crack surface mesh affect the discretized problem size [10]. Furthermore, the explicit triangular facet representation of the crack surface can preserve special features like kinking and twisting throughout crack growth simulation, and the resulting update of the crack description is straightforward and can be done exactly [8]. However, coupling the purely explicit crack description with the X-FEM is not readily available, particularly because intersecting the crack and model meshes is challenging [11].
2. Implicit approaches: the level set method (LSM) was proposed as an alternative crack representation [6,8,12-14]. The principle of the method is to represent an interface by a zero value of a level set function that gives the signed distance from points to a surface. Since a crack is an inner boundary that does not separate the domain into two regions, a single level set function is not enough to represent a crack and thus an extension of the LSM is commonly used. Consequently, at least two orthogonal level set functions are necessary to represent a crack - one for the crack surface extension, and another orthogonal to the extended surface to locate the crack front [6]. Three level sets can also be used to represent the crack geometry [15]. Level sets address the key X-FEM issue of "where and how to enrich", and simplify implementation. Then, realizing a propagation step requires a model for the update of the level-set function. Such models are rather less intuitive as they often introduce virtual velocity fields and solve Hamilton-Jacobi equations [16,17]. The zero level set must not be updated behind fronts, since cracked points remain cracked. Updating is error-prone, with increments potentially misrepresented [14].
3. Hybrid (explicit-implicit) approaches: the surface is represented by level set nodal values, but evolution is performed explicitly, avoiding solving the evolution equation [11,18-20]. This combines representations, utilizing the strengths of each and covering weaknesses. The explicit localized crack description prevents the implicit representation from creating spurious surfaces. The implicit representation provides local coordinates and easily identifies cut elements [10].

Computing the directional vectors at crack fronts is different for different approaches. For explicit representations, since the surface explicitly presented by facets is $C^{0}$, it is non-trivial to compute the base vectors at crack front vertices. For a specific vertex, using the average normal of the facets sharing it may lead to inaccurate estimates, especially for coarse meshes or near geometric singularities [21]. Jiao [22] proposed an eigenvalue analysis of the offset quadric and used it for improved normal computations. A detailed procedure to accurately evaluate the surface normal, conormal and tangent vectors along crack fronts in explicit crack surface representations based on the Face Offsetting Method (FOM) is in [23]. For implicit and hybrid representations, directional vectors can be computed by taking gradients of level sets [7]. When applying the X-FEM for curved cracks, a paradox arises from the mismatch between how we compute the spatial gradients and how we define the enriching functions. Specifically, the enrichments follow an asymptotic field derived for straight cracks using polar $(r, \theta)$ coordinates. To match the actual curved geometry, $\theta$ must account for curvature rather than just local Cartesian coordinates. However, we still calculate the spatial gradients based on those Cartesian coordinates tied to the crack tip. This disconnect between the Cartesian gradients and polar enrichments creates an implementation challenge unique to the X-FEM for curved cracks. We here introduce an independent hexahedral grid defining level sets and compute the gradients of these level sets based on the Weight Essentially Non-Oscillatory (WENO) scheme [24] to directly compute the gradients of the enriching functions, abandoning the transformations between local and global coordinates. This is beneficial for modeling non-planar cracks. Other issues of implementing the X-FEM are also reviewed as follows for completeness. Stress Intensity Factors (SIFs) are fundamentally important parameters for linear fracture mechanics problems. There are several approaches for the extraction of SIFs from numerical approximations of the solution. Extraction methods based on energy release rate concepts include J-integral [25], the Interaction Integral Method (IIM) [26], the Contour Integral Method (CIM) [27], and the Cutoff Function Method (CFM) [28]. These methods are accurate since theoretically they converge at the same rate as the strain energy [29]. Another class of extraction methods is based on the asymptotic expansion of the elasticity solution in the neighborhood of a crack. This includes the Displacement Correlation Method (DCM) [30] and the stress correlation method [31]. These methods recently have been adopted to extract SIFs from X-FEM solutions [32,33]. The accuracy and convergence of the X-FEM has also been improved by techniques, such as high-order elements [34-36], global-local enrichments [37], high-order singular enriching functions [38,39], etc. In this work, we focus on the representation of cracks and take full advantage of level sets to alleviate the difficulties of computing base vectors for the transformations of global-local coordinates. Therefore, we only implement linear elements with low-order singularity enriching functions and use the DCM to compute SIFs for simplicity. Section 2 briefly reviews the algorithm of the X-FEM. Section 3 presents the proposed algorithm to compute the gradients. Section 4 gives the details of the implementation. Section 5 demonstrates the results. Section 6 concludes the paper with remarks. The code is primarily developed using the deal.II finite element libraries [40,41]; the facets related algorithms are implemented by the Computational Geometry Algorithms Library (CGAL) [42,43]; and we adopt the open-source code "Level Set Method Library (LSMLIB)" to conduct level set operations [44].

## 2. X-FEM framework for modeling three-dimensional non-planar cracks based on level sets

We first review the basic concepts and formulas in Linear Elastic Fracture Mechanics (LEFM) for clarity. We then give the approximation of displacements in the X-FEM. The definition of level set and its application to represent cracks are also briefly reviewed. Finally, we point out the modifications for computing radial coordinates of three-dimensional non-planar cracks.


Fig. 1. Local coordinate systems at a crack front vertex. The unit vector $\hat{t}$ is defined in the tangential direction along the local crack front curvature. The unit vector $\hat{\boldsymbol{n}}$ is defined normal to the local crack surface. The unit vector $\hat{o}$ is defined orthogonal to the plane containing $\hat{\boldsymbol{n}}$ and $\hat{\boldsymbol{t}}$.

### 2.1. Reviews of linear elastic fracture mechanics

As shown in Fig. 1, we define a local Cartesian coordinate system at a crack front vertex. The unit vector along the $z$-axis is denoted as $\hat{t}$ and is defined in the tangential direction to the local crack front curvature. The unit vector along the $y$-axis is denoted as $\hat{n}$ and is defined in the normal direction to the local crack surface. The unit vector along the $x$-axis is denoted as $\hat{o}$ and is defined orthogonal to the plane of $y-z$. As a convention, we also define a polar coordinate system in the plane of $x-y$. The above surface of the crack thus can be represented as $\theta=\pi$, and below surface as $\theta=-\pi$. In the case of a homogeneous and isotropic material, the analytical expressions for the displacement at any point $x(r, \theta)$ in the vicinity of the crack tip are given by Anderson [45]:

$$
\begin{align*}
& u_{x}(r, \theta)=\frac{K_{\mathrm{I}}}{2 \mu} \sqrt{\frac{r}{2 \pi}} \cos \frac{\theta}{2}(\kappa-\cos \theta)+\frac{K_{\mathrm{II}}}{2 \mu} \sqrt{\frac{r}{2 \pi}} \sin \frac{\theta}{2}(2+\kappa+\cos \theta)  \tag{1a}\\
& u_{y}(r, \theta)=\frac{K_{\mathrm{I}}}{2 \mu} \sqrt{\frac{r}{2 \pi}} \sin \frac{\theta}{2}(\kappa-\cos \theta)+\frac{K_{\mathrm{II}}}{2 \mu} \sqrt{\frac{r}{2 \pi}} \cos \frac{\theta}{2}(2-\kappa-\cos \theta)  \tag{1b}\\
& u_{z}(r, \theta)=\frac{2 K_{\mathrm{III}}}{\mu} \sqrt{\frac{r}{2 \pi}} \sin \frac{\theta}{2}
\end{align*}
$$

where $K_{i}(i=I, I I, I I I)$ represents the SIFs for three fracture modes, $\mu$ is the shear modulus, $\kappa=3-4 v$, and $v$ is the Poisson's ratio. Note that we stay under the assumption of plane strain along the direction tangent to the crack front as the basis for the displacement field. This hypothesis is valid everywhere along the crack front except in the region very close to the skin of the body, as discussed in [46].

### 2.2. Displacement approximation in the X-FEM

The X-FEM provides a simple and efficient treatment of cracks where the element topologies do not conform to the crack geometry. Some elements are split by the crack and others contain the crack tips. Nodes whose support is bisected by a crack are collected in $\mathcal{N}_{\text {cr }}$, while nodes whose support contains the tips are grouped in $\mathcal{N}_{\text {tip }}$. The crack is represented in the X-FEM by enriching the standard displacement approximation, as follows Sukumar et al. [5]:

$$
\begin{equation*}
\boldsymbol{u}^{h}(\boldsymbol{x})=\sum_{I \in \mathcal{N}} N_{I}(\mathbf{x}) \boldsymbol{u}_{I}+\sum_{J \in \mathcal{N}_{\mathrm{cr}}} \tilde{N}_{J}(\boldsymbol{x})\left[H(\boldsymbol{x})-H\left(x_{J}\right)\right] \boldsymbol{a}_{J}+\sum_{K \in \mathcal{N}_{\text {tip }}} \tilde{N}_{K}(\boldsymbol{x}) \sum_{\alpha=1}^{4}\left[B_{\alpha}(\boldsymbol{x})-B_{\alpha}\left(\boldsymbol{x}_{K}\right)\right] \boldsymbol{b}_{\alpha K} \tag{2}
\end{equation*}
$$

where $N_{I}(\mathbf{x})$ and $\tilde{N}_{J}(\boldsymbol{x})$ are finite element shape functions, while $\boldsymbol{u}_{I}, \boldsymbol{a}_{J}$, and $\boldsymbol{b}_{\alpha K}$ are the displacement and enrichment nodal variables, respectively. We here adopt the same shape functions for $N_{I}(\mathbf{x})$ and $\tilde{N}_{J}(\boldsymbol{x})$, although they can be different. $H(\boldsymbol{x})$ is the modified Heaviside function which takes on the value +1 above the crack and -1 below the crack, and $B_{\alpha}$ is a basis spanning the asymptotic field near the crack tip:

$$
\begin{equation*}
\left[B_{1}, B_{2}, B_{3}, B_{4}\right]=\left[\sqrt{r} \sin \frac{\theta}{2}, \sqrt{r} \cos \frac{\theta}{2}, \sqrt{r} \sin \frac{\theta}{2} \sin \theta, \sqrt{r} \cos \frac{\theta}{2} \sin \theta\right] . \tag{3}
\end{equation*}
$$

Note that the enrichment basis functions differ from the formulas for the asymptotic displacement field near the crack tip shown in (1a)-(1c). However, the open-source X-FEM library OpenXFEM++ employs the exact displacement formulas as enrichment functions [47]. It should be pointed out that they are essentially equivalent after transformations.


Fig. 2. The geometry of a lens-shaped crack and the coordinate system defined at crack front, and the level sets $\phi$ and $\psi$.

### 2.3. Level set and its application to represent a crack

A level set $\phi(\boldsymbol{x})$ is expressed in the Eulerian coordinates to implicitly represent boundary surfaces. For an extended surface cut the domain, we define $\phi(x)$ at a spatial point $x$ as:

$$
\begin{equation*}
\phi(x)=\operatorname{sign}(n \cdot(x-\bar{x})) \min _{\bar{x} \in \Gamma_{c}^{\mathrm{ext}}}\|x-\bar{x}\|, \tag{4}
\end{equation*}
$$

where $n$ is the outward normal to the extended crack surface $\Gamma_{c}^{\mathrm{ext}}$. Since the crack surface $\Gamma_{c}$ is a bounded surface with a crack front, it is also necessary to represent the crack front geometry. Similarly, we define another level set function $\psi(x)$. The zero level set of $\psi$ is the surface that passes through the crack front and is orthogonal to the crack surface level set $\phi(\boldsymbol{x})=0$ everywhere along the crack front. $\psi$ is calculated as:

$$
\begin{equation*}
\psi=\operatorname{sign} \times \sqrt{r^{2}-\phi^{2}} \tag{5}
\end{equation*}
$$

where sign is positive if the point $x$ is in the same direction as the unit vector $\hat{o}$, or negative if in the opposite direction. $r$ represents the shortest distance of the point $\boldsymbol{x}$ to the crack front. The intersection of the surfaces $\phi(\boldsymbol{x})=0$ and $\psi(\boldsymbol{x})=0$ defines the crack front geometrically. We define the sign of $\psi$ such that the region satisfying $\phi(\boldsymbol{x})=0$ and $\psi(\boldsymbol{x})<0$ corresponds to the crack surface $\Gamma_{c}$. In practical, the crack is discretized using $C^{0}$ continuous triangles. The extension direction is defined as $\hat{o}=\hat{\boldsymbol{t}} \times \hat{\boldsymbol{n}}$, where $\hat{\boldsymbol{t}}$ and $\hat{\boldsymbol{n}}$ are tangent and normal unit vectors at the crack front, as shown in Fig. 1. There exist schemes like FOM [23] to compute $\hat{\boldsymbol{t}}$ and $\hat{\boldsymbol{n}}$ at the front. However, the level set construction is not sensitive to the exact values. For simplicity, we adopt the averaging scheme from [48] to approximate $\hat{t}$ and $\hat{n}$.

$$
\begin{equation*}
t=\frac{\sum_{i} t_{i} l_{i}}{\sum_{i} l_{i}}, \quad \hat{t}=\frac{t}{\|t\|}, \quad n=\frac{\sum_{j} n_{j} a_{j}}{\sum_{i} a_{j}}, \quad \hat{n}=\frac{n}{\|n\|} \tag{6}
\end{equation*}
$$

where $l_{i}$ is the length of $i$ th edge connected to the vertex, and $a_{j}$ is the area of the triangles connected to the vertex. The resulting intersection points and the original nodes on the crack front are triangulated to generate the extended crack surface. The computation of level set $\phi$ is straightforward using the shortest signed distance to a series of triangles, and the level set $\psi$ is computed using the shortest signed-distance to a set of line segments (composing the crack front) and $\phi$. As mentioned before, we utilize the CGAL to calculate the shortest distance to a set of triangles and line segments based on AABB trees [49]. Fig. 2 shows level sets defined on a hexahedral grid for a lens-shaped crack.

### 2.4. Modifications for three-dimensional curved cracks

It is noteworthy that the asymptotic displacement field is derived for straight cracks using polar coordinates $(r, \theta)$ within a plane. We reiterate that the above surface of the crack should be represented as $\theta=\pi$, and below surface as $\theta=-\pi$. This means that the $\theta$ coordinate must be defined so that the discontinuity from the displacement field matches the actual curved crack geometry. For curved cracks, computing $\theta$ from a local Cartesian coordinate system at the tip, as shown in Fig. 1, would introduce a mismatch between the enrichment discontinuity and the true discontinuity from the curvature. Such inconsistency may severely reduce the accuracy and convergence of the X-FEM. The determination of the plane must also be done carefully for three-dimensional problems. To account for the curvature of curved cracks, we require to rely on level sets even for explicit representations. Based on the level set functions $\phi$ and $\psi$ defined in Eqs. (4) and (5), the polar coordinates ( $r, \theta$ ) can be computed as:

$$
\begin{equation*}
r(\boldsymbol{x})=\sqrt{\phi^{2}(\boldsymbol{x})+\psi^{2}(\boldsymbol{x})}, \quad \theta=\operatorname{atan} 2(\phi, \psi) \tag{7}
\end{equation*}
$$

where atan2 returns the principal value of the arc tangent of $\phi / \psi$ taking into account the sign of both arguments to determine the quadrant. Fig. 3 compares the computed $\theta / \pi$ using different methods for a lens-shaped crack within a cube. This allows us to account for the curvature of the crack.


Fig. 3. Comparison of $\theta / \pi$ computed using different methods for a lens-shaped crack within a cube: (a) determined directly from local Cartesian coordinates at the crack tip, and (b) the modified approach accounting for crack curvature based on level set functions.

## 3. New spatial gradients computation algorithm and comparison to common approach

Previously, after determining $(r, \theta)$, local Cartesian systems at each point along the curved crack front were constructed to transform to the global coordinate system. However, for points sharing the same closest position on the front, the local systems can vary point-to-point, which is non-physical. To address this, we introduce using the chain rule to directly compute the gradients of enriching functions, eliminating the need to compute local base vectors at the crack front. In this section, we first outline two approaches for computing the gradients of enriching functions. We then review the scheme for computing base vectors in explicit crack representations and describe our proposed model in detail.

### 3.1. Spatial gradients of enriching functions

When generating the stiffness matrix, it is necessary to compute the gradients of the enriching functions. The formula of the stiffness matrix in the X-FEM can be found in [5]. Using the chain rule, the gradients of singular functions along $i$ th axis are

$$
\begin{equation*}
B_{\alpha, i}=\frac{\partial B_{\alpha}}{\partial r} \cdot \frac{\partial r}{\partial x_{i}}+\frac{\partial B_{\alpha}}{\partial \theta} \cdot \frac{\partial \theta}{\partial x_{i}}, \quad \alpha=1,2,3,4, \quad i=1,2,3 \tag{8}
\end{equation*}
$$

where $x_{i}$ is the global coordinates. Considering (8), we can compute $\partial B_{\alpha} / \partial r$ and $\partial B_{\alpha} / \partial \theta$ as shown in Appendix A. To compute $\partial r / \partial x_{i}$ and $\partial \theta / \partial x_{i}$, we have two options.

1. computation based on transforming between the global and local coordinate systems. It follows

$$
\begin{equation*}
\frac{\partial r}{\partial x_{i}}=\frac{\partial r}{\partial X_{j}} \frac{\partial X_{j}}{\partial x_{i}}, \quad \frac{\partial \theta}{\partial x_{i}}=\frac{\partial \theta}{\partial X_{j}} \frac{\partial X_{j}}{\partial x_{i}}, \tag{9}
\end{equation*}
$$

where the Einstein summation convention is adopted for the repeated $j, X_{j}$ is the local Cartesian coordinates as shown in Fig. 1, and $\partial X_{j} / \partial x_{i}$ is the Jacobian matrix. We have:

$$
\begin{align*}
& \frac{\partial r}{\partial X_{1}}=\cos \theta, \quad \frac{\partial r}{\partial X_{2}}=\sin \theta, \quad \frac{\partial r}{\partial X_{3}}=0  \tag{10}\\
& \frac{\partial \theta}{\partial X_{1}}=-\frac{\sin \theta}{r}, \quad \frac{\partial \theta}{\partial X_{2}}=\frac{\cos \theta}{r}, \quad \frac{\partial \theta}{\partial X_{3}}=0 . \tag{11}
\end{align*}
$$

Considering that

$$
\left[\begin{array}{l}
X_{1}  \tag{12}\\
X_{2} \\
X_{3}
\end{array}\right]=\left[\begin{array}{lll}
o_{1} & o_{2} & o_{3} \\
n_{1} & n_{2} & n_{3} \\
t_{1} & t_{2} & t_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \Rightarrow \frac{\partial X_{i}}{\partial x_{j}}=\left[\begin{array}{lll}
o_{1} & o_{2} & o_{3} \\
n_{1} & n_{2} & n_{3} \\
t_{1} & t_{2} & t_{3}
\end{array}\right],
$$

we can see that the base vectors are significant for the accuracy of this scheme.
2. computation based on the spatial gradients of level sets. Since $(r, \theta)$ are computed via $\phi$ and $\psi$ as shown in (7), we further have:

$$
\begin{equation*}
\frac{\partial r}{\partial x_{i}}=\frac{\partial r}{\partial \phi} \cdot \frac{\partial \phi}{\partial x_{i}}+\frac{\partial r}{\partial \psi} \cdot \frac{\partial \psi}{\partial x_{i}}, \quad \frac{\partial \theta}{\partial x_{i}}=\frac{\partial \theta}{\partial \phi} \cdot \frac{\partial \phi}{\partial x_{i}}+\frac{\partial \theta}{\partial \psi} \cdot \frac{\partial \psi}{\partial x_{i}}, \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial r}{\partial \phi}=\frac{\phi}{\sqrt{\psi^{2}+\phi^{2}}}, \quad \frac{\partial r}{\partial \psi}=\frac{\psi}{\sqrt{\psi^{2}+\phi^{2}}}, \quad \frac{\partial \theta}{\partial \phi}=\frac{\psi}{\psi^{2}+\phi^{2}}, \quad \frac{\partial \theta}{\partial \psi}=-\frac{\phi}{\psi^{2}+\phi^{2}} . \tag{14}
\end{equation*}
$$

We thus only need to compute the spatial gradients of level sets.


Fig. 4. Definition of $\theta$ for a curved crack and the base vectors for the given point $p$.

In the following, we separately describe the computation of base vectors at the crack front for scheme 1 and spatial gradients of level sets for scheme 2.

### 3.2. Computation of base vectors at the crack front

For a given point $\mathbf{p}$, we first compute the closest point $\mathbf{q}$ on the crack fronts, and the closest point $\mathbf{Q}$ on the crack surface. Once the location of $\mathbf{q}$ is determined, we can compute the corresponding Cartesian coordinate system as shown in Fig. 1. The relative position of $\mathbf{p}$ and the $y-z$ plane can be determined by comparing the area of the triangle $\mathbf{p q Q}$ to a prescribed tiny value. If the area is smaller (the point $q$ coincides with the point $\boldsymbol{Q}$ ), which means the point $\mathbf{p}$ is in the positive half-space of the plane $y-z$ as shown in Fig. 4(a), $\theta$ is simply the angle between $\mathbf{q p}$ and $\hat{o}$. Otherwise, the polar coordinates $(r, \theta)$ are constructed within the plane, i.e. $x-y$ plane, determined by pqQ, as shown in Fig. 4(b). Note that $\theta$ is computed via (7). Once $\theta$ is determined, we can reconstruct a local Cartesian system with three unit vectors, $\hat{o}^{\prime}, \hat{t}^{\prime}$, and $\hat{\boldsymbol{n}}^{\prime}$. This system is used for the computation of the gradients of $r$ and $\theta$. For the case shown in Fig. 4(a), the coordinate system does not change. However, for the case shown in Fig. 4(b), the $\hat{\boldsymbol{t}}^{\prime}$ is determined by the normal vector of the triangle $\mathbf{p q Q}$. We then require to rotate the vector $\mathbf{p q}$ along the axis directed by $\hat{\boldsymbol{t}}^{\prime}$ with $-\theta$ to compute $\hat{o}^{\prime}$. The rotation matrix for such a 3 D rotation is:

$$
R(\hat{\boldsymbol{t}}, \theta)=\left(\begin{array}{lll}
\cos \theta+t_{1}^{2}(1-\cos \theta) & t_{1} t_{2}(1-\cos \theta)-t_{3} \sin \theta & t_{1} t_{3}(1-\cos \theta)+t_{2} \sin \theta  \tag{15}\\
t_{1} t_{2}(1-\cos \theta)+t_{3} \sin \theta & \cos \theta+n_{2}^{2}(1-\cos \theta) & t_{2} t_{3}(1-\cos \theta)-t_{1} \sin \theta \\
t_{1} t_{3}(1-\cos \theta)-t_{2} \sin \theta & t_{2} t_{3}(1-\cos \theta)+t_{1} \sin \theta & \cos \theta+t_{3}^{2}(1-\cos \theta)
\end{array}\right)
$$

where $\hat{\boldsymbol{t}}^{\prime}=\left(t_{1}, t_{2}, t_{3}\right)$. The $\hat{\boldsymbol{n}}^{\prime}$ can be computed as: $\hat{\boldsymbol{n}}^{\prime}=\hat{\boldsymbol{o}}^{\prime} \times \hat{\boldsymbol{t}}^{\prime}$. We therefore can compute the gradients of enriching functions via (9)-(12).

### 3.3. Gradients of level sets computed by the finite-difference method for a hexahedral grid

As shown in (13), we can directly compute the gradients of enriching functions without calculating the base vectors if we know the gradients of level sets. For the hybrid representation, people normally compute level sets at nodes of the same body mesh resulting that the accuracy of the crack surface representation is mesh dependent [7]. Obviously, we thus can compute the gradients of level sets using the gradients of nodal shape functions. However, this accuracy is highly dependent on the order of the element and the cell size of the grid. To improve accuracy, we introduce an independent hexahedral grid defined of level sets and compute the gradients of level sets based on the finite difference method, e.g. the WENO scheme [24] to discretize the spatial gradients to fifth-order accuracy. As shown in Fig. 5, the studied domain is discretized into blue cells. It is required to the compute the gradients of enriching functions at the integration point, e.g. the blue circle in the figure. Instead of defining level sets on the same grid for the physical domain, we define level sets on a separate spatial domain discretized by the red hexahedral cells. Note that the spatial domain defined with level sets does not need to coincide with the physical domain and only needs to be set at the vicinity of the front of the crack. Relying on the regular grid defined with level sets, we can compute the gradients of level sets at nodes of the grid with high accuracy. We here adopt the WENO scheme and review the algorithm briefly for completeness. More details can be found in [50]. The backward difference approximation to the derivative is defined as:

$$
\begin{equation*}
\left(D^{-} \phi\right)_{i}=\frac{\phi_{i}-\phi_{i-1}}{\Delta x} \tag{16}
\end{equation*}
$$

where $\Delta x$ is the mesh spacing. Defining $v_{1}=D^{-} \phi_{i-2}, v_{2}=D^{-} \phi_{i-1}, v_{3}=D^{-} \phi_{i}, v_{4}=D^{-} \phi_{i+1}$, and $v_{5}=D^{-} \phi_{i+2}$ allows us to write

$$
\begin{equation*}
\phi_{, x}^{1}=\frac{v_{1}}{3}-\frac{7 v_{2}}{6}+\frac{11 v_{3}}{6}, \quad \phi_{, x}^{2}=-\frac{v_{2}}{6}+\frac{5 v_{3}}{6}+\frac{v_{4}}{3}, \quad \phi_{, x}^{3}=\frac{v_{3}}{3}+\frac{5 v_{4}}{6}-\frac{v_{5}}{6} \tag{17}
\end{equation*}
$$



Fig. 5. Dual-meshes for the hybrid representation.
as the three potential ENO approximation to $\phi_{x}^{-}$. The WENO approximation of $\left(\phi_{, x}^{-}\right)_{i}$ is a convex combination of the approximation given by

$$
\begin{equation*}
\phi_{, x}=\omega_{1} \phi_{, x}^{1}+\omega_{2} \phi_{, x}^{2}+\omega_{3} \phi_{, x}^{3}, \tag{18}
\end{equation*}
$$

where the $0 \leq \omega_{k} \leq 1$ are the weights with $\omega_{1}+\omega_{2}+\omega_{3}=1$. The key observation for obtaining high-order accuracy in smooth regions is that weights of $\omega_{1}=0.1, \omega_{2}=0.6$ and $\omega_{3}=0.3$ give the optimal fifth-order accurate approximation to $\phi_{, x}$. These optimal weights are derived rigorously in $[24,50]$. As noted in the original text, the detailed derivations can be found in these references. We adopt these optimal weight values and use the same WENO scheme for the gradients of both $\phi_{, i}$ and $\psi_{i,}$. Note that the integration points for the X-FEM enrichment do not coincide with the nodes of the regular hexahedral grid. We first compute the gradients of the level sets at the nodes using the WENO scheme described previously. To obtain the gradients at the integration points, we interpolate from the nodal values using the shape functions of the enriched X-FEM element. The open-source LSMLIB code in C++ [44] facilitates setting up the level sets and operations on them, so this process is not too cumbersome.

## 4. Implementation details

In this section, we first describe the implementing procedure as shown in Algorithm 1. The implementation platforms adopted in this work are given for convenience. The integration schemes concentrating on the partitioning are then compared. We lastly illustrate the computation of SIFs.

```
Algorithm 1 Algorithm to compute the spatial gradients of enriching functions
Require: Triangles \(\mathcal{T}\) representing a crack
Ensure: Spatial gradients of enriching functions for a given integration points \(p\), i.e. \(B_{\alpha, i}\left(\boldsymbol{x}_{p}\right)\).
    Define a structured grid \(\mathcal{C}\)
    Extend \(\mathcal{J}\) to cut the domain \(\mathcal{G}\) for determining the sign of level sets.
    for each vertex \(v\) in \(\mathcal{G}\) do
        Compute the shortest signed distance of \(v\) to \(\mathcal{T}\), i.e. \(\phi\left(\boldsymbol{x}_{v}\right)\), according to (4).
        Compute the shortest distance of \(v\) to the bound of \(\mathcal{T}\), i.e. \(r\).
        Compute the second level set determining the position of the crack front, i.e. \(\psi\left(\boldsymbol{x}_{v}\right)\), according to (5).
    Compute the fields of spatial gradients of the level sets, i.e. \(\phi_{i}(\boldsymbol{x})\) and \(\psi_{i,}(\boldsymbol{x})\), in a manner of (18).
    Obtain the spatial gradients of level sets at the quadrature point using interpolation, \(\phi_{, i}\left(x_{p}\right)=\sum_{I} N_{I}\left(x_{p}\right) \phi_{, i}\left(x_{I}\right)\) and \(\psi_{, i}\left(x_{p}\right)=\)
    \(\sum_{I} N_{I}\left(x_{p}\right) \psi_{, i}\left(x_{I}\right)\).
    Compute \(\partial r / \partial x_{i}\) and \(\partial \theta / \partial x_{i}\) by using the chain rule according to (13).
    Compute the spatial gradients of enriching functions \(\boldsymbol{B}_{\alpha, i}\left(\boldsymbol{x}_{p}\right)\) according to (8).
```


### 4.1. Implementation platforms

The main platform to implement the X-FEM is deal.II [40,41]. This library provides the discretization for the study domain, handler of degrees of freedom (DOFs), and versatile linear solvers. Since deal.II is cell-based, we require using "hp::FECollection" to


Fig. 6. Comparison of sub-cells partitioned by the crack: (A) hybrid representation, and (B) explicit representation and local zoom.
collect different types of "FESystem" composed by vectors of "FiniteElement". For the element enriched by the singular functions, the vector contains 5 "FE_Q", for the element enriched by the heaviside function contains 2 "FE_Q", and for the unenriched element, the vector only contains 1 "FE_Q". It should noted that the lengths of these vectors must maintain the same in deal.II and we employ "FE_Nothing" for this purpose. In contrast, the number and type of enriching functions are node-based. Therefore, we need to set a vector containing this information for each node. The "constraints" class is employed to constrain the extra DOFs of over-enriched nodes belonging to enriched elements. Other implementation details are straightforward in deal.II. The crack is composed by a series of triangles, and we here adopt the CGAL library [43]. We can redesign our own vertex, border, facet, and items, publicly derived from "HalfedgeDS_vertex_max_base_with_id", "HalfedgeDS_face_max_base_with_id", and "Polyhedron_items_with_id_3", respectively, to contain more information, such as normal vectors. The facets for the crack can thus be stored using "Polyhedron_3". The shortest distance searching is conducted based on the "AABB_tree", and the extension of the crack surface can be done by "Polyhedron_incremental_builder_3". The library for level set is LSMLIB [44]. The level set values are stored in "LSM_DataArrays", and the background grid is specified by a "Grid" class initialized by "createGridSetDx". LSMLIB provides various functions to compute the spatial gradients of level sets, such as "LSM3D_HJ_WENO5", "LSM3D_CENTRAL_GRAD_ORDER2", and more. Users can easily implement these functions.

### 4.2. Partitioning for elements fully or partly cut by the crack

Integration schemes for elements fully or partly cut by the crack have been widely studied since the development of X-FEM. Although some integration schemes without element-partitioning have been proposed in recent years [51-53], the integration scheme based on element-partitioning remains straightforward. For the hybrid representation, the fully-cut element is partitioned into tetrahedra only according to $\phi$. The partly-cut element is first partitioned into tetrahedra according to $\phi$, and the tetrahedra may be further partitioned into sub-tetrahedra according to $\psi$. We set the quadrature points at the centers of the tetrahedra. The partitioning is implemented using open-source code provided by Sukumar [54]. Two representative elements partitioned into tetrahedra for the hybrid representation are illustrated in Fig. 6(A). Note that with this approach, the crack surface is assumed to be planar within each element and the triangulation of the crack surface cannot be considered. For the explicit representation, CGAL provides powerful tools to determine whether a cube is cut by a set of triangles and to partition the element. The function "number_ of intersected_primitives" is designed to determine the number of the intersected elements in an "AABB_tree". Since the border is composed by line segments stored in an "AABB_tree" and the crack surface composed of facets is also stored in another "AABB_tree", we can readily determine whether a specific cell is by fully or partly cut by the crack. More conveniently, "clip" and "corefine_ and _compute_difference" are functions in the "Polygon_mesh_processing" namespace. Using these two functions, we can partition the fully-cut element into two parts according to the triangulation of the crack. Thus, we can obtain the set of tetrahedra of each part, and set quadrature points for each tetrahedron. Fig. 6(B) shows the tetrahedra, and the zoom subfigure clearly shows that the cutting surface considers the triangulation of the crack.

### 4.3. Computation of SIFs

Calculating mixed-mode stress intensity factors point-wise along a general 3-D curved crack front with a non-planar crack surface requires a robust numerical method. A domain integral method, such as the interaction integral method (IIM) [55], is gaining popularity due to its general applicability to a wide variety of crack problems. In the IIM, auxiliary fields are introduced and superposed on top of the actual fields from the solution to the boundary value problem. Through suitable definitions of the auxiliary fields, the IIM can be related to the mixed-mode stress intensity factors. However, an accurate computation requires considering the discrepancies between the crack surface (actual fields) and the planar surface (auxiliary fields) determined by the crack front, which complicates the derivations and calculations [56]. Since the computation of SIFs is not the focus of this work, we adopt the
simplest scheme, i.e. DCM, to calculate SIFs. Using the crack front coordinate system defined in Fig. 1 at a fixed value of $z$, the jump in the $i$-th component of the displacement field across the crack surface is calculated as:

$$
\begin{equation*}
\llbracket u_{i}(r) \rrbracket=u_{i}(r, \pi)-u_{i}(r,-\pi) \quad i=1,2,3 . \tag{19}
\end{equation*}
$$

The Mode I, II, and III SIFs can then be approximated according to the theoretical solution of the displacement (1a)-(1c)

$$
\begin{equation*}
K_{I}^{*}(r)=\sqrt{\frac{2 \pi}{r}} \frac{G}{\kappa+1} \llbracket u_{2}(r) \rrbracket, \quad K_{I I}^{*}(r)=\sqrt{\frac{2 \pi}{r}} \frac{G}{\kappa+1} \llbracket u_{1}(r) \rrbracket, \quad K_{I I I}^{*}(r)=\sqrt{\frac{2 \pi}{r}} \frac{G}{4} \llbracket u_{3}(r) \rrbracket . \tag{20}
\end{equation*}
$$

To increase the order of accuracy of (20), we give three different radius $r_{a}>r_{b}>r_{c}$ to extrapolate the SIFs [57] according to

$$
\begin{equation*}
K_{i}=\frac{K_{i}^{*}\left(r_{a}\right) c_{1}+K_{i}^{*}\left(r_{b}\right) c_{2}+K_{i}^{*}\left(r_{c}\right) c_{3}}{c_{1}+c_{2}+c_{3}}, \quad i=\mathrm{I}, \mathrm{II}, \mathrm{III}, \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{1}=r_{b} r_{c}^{2}-r_{b}^{2} r_{c}, \quad c_{2}=r_{c} r_{a}^{2}-r_{c}^{2} r_{a}, \quad c_{3}=r_{a} r_{b}^{2}-r_{a}^{2} r_{b} \tag{22}
\end{equation*}
$$

In this work, these three points are uniformly spaced at a distance of $\Delta r$, that is, $\Delta r=r_{a}-r_{b}=r_{b}-r_{c}$. Note that if the crack surface is non-planar in the $x$ direction, we require ensuring that the sampling points are on the crack surface. A simple fix for this, presented in [21], to compute the orthogonal projection of the extraction points onto the curved crack surface. The process is normal, only modifying $r_{a}, r_{b}$, and $r_{c}$ according to the projected points on the crack surface. It should be pointed out that the accuracy of DCM depends on the locations of monitoring points in our applications. Since we aim to compare the gradients computed by different methods, the dependence of SIFs on the $\Delta r$ and $r_{a}$ may confuse the comparison if we take SIFs as criteria. We alleviate this issue by comparing statistic values. More details will be given in the next section.

## 5. Numerical examples

In this section, we first compare the gradients computed by different schemes at specific spatial points to demonstrate the errors of the method requiring directional vectors. We then present numerical simulations of two boundary value problems to further analyze the accuracy of the different methods: one example involves a planar crack geometry and the other involves a non-planar crack. Both examples have analytical solutions available for validation of the implementation. The planar crack example involves an inclined elliptical crack. We use this example to demonstrate the consistence between the proposed model and the model computing the transformation matrix specifically for planar cracks. The non-planar example involves a spherical cap crack geometry. We employ this example to compare the accuracy of the different methods for modeling non-planar cracks. Note that although the grid of the X-FEM can be tetrahedra as shown in Fig. 5, we here still use hexahedra to discretize the physical domain for convenient implementations in deal.II. Again, the grid for the level set is independent with the meshes for the physical domain, allowing different cell sizes.

### 5.1. Comparison of different schemes to compute the spatial gradients of enriching functions

In this example, we do not solve a boundary value problem, and just quantitatively compare the spatial gradients of enriching functions (as shown in (8)) computed by different methods. As shown in Fig. 7, we here consider four points with different relative positions to a lens. The lens has a radius of 0.2 , the angle between the rotating radial axis and $z$-axis is $\pi / 4$, and the origin is at $(0,0,0.2)$. We use the triangle $\mathbf{p q Q}$ (defined in Fig. 4) to characterize the relative positions of the interested points. Note that the fourth point $\mathbf{p}_{4}$ is in the situation as shown in Fig. 4(a), where the closest point at the front of the crack $\mathbf{q}$ coincides with the closest point on the crack surface $\mathbf{Q}$. The triangle therefore shrinks to a line segment in this case. Table 1 compares the gradients of the first two enriching functions computed via different methods. "Explicit" refers to the method based on the transformation matrix, and "Dual" refers to the method based on the gradients of level sets. The first two points are along on the $z$-axis, therefore $B_{\alpha, x}$ and $B_{\alpha, y}$ should theoretically be zeros. We can see that the proposed method reaches this theoretical value with high accuracy, but the method based on the base vectors is relatively inaccurate since there are always closest points on the surface and front of the crack affecting the gradient computations. Except for this extreme situation, the gradients are also discrepant for $\mathbf{p}_{3}$. Due to the curvature, we believe that the proposed method is more accurate than the method based on the transformation matrix. When the point is in the out-forward half space of $y-z$ plane, i.e. $\mathbf{p}_{4}$, the discrepancies become much smaller, meaning the method based on the transformation matrix is more suitable for this situation. We may conclude that the proposed method is more accurate than the method using the transformation matrix for cases where the curvature of the crack plays an important role, such as when a coarse grid embeds a non-planar crack. To some extent, we can improve the accuracy of the X-FEM to describe non-planar cracks for a given number of unknowns using the proposed method.

### 5.2. Inclined elliptical crack

An elliptical crack embedded diagonally in a cubic domain is studied in this section, which is widely employed for validations [21, 58]. As shown in Fig. 8(a), the domain with length $L=0.5$ is loaded by a unity tensile traction $\sigma=1.0$ on two opposite faces of the domain. The dimensions of the semi-major and semi-minor axis of the crack are taken as $a=0.1$ and $b=0.05$, respectively,


Fig. 7. Four specific spatial positions.

Table 1
Comparison of gradients of enriching functions using different schemes.

|  | $\mathrm{p}_{1}$ |  | $\mathrm{p}_{2}$ |  | $\mathrm{p}_{3}$ |  | $\mathrm{p}_{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Explicit | Dual | Explicit | Dual | Explicit | Dual | Explicit | Dual |
| $B_{1, x}$ | -1.27865 | -1.69e-15 | 0.88370 | $8.76 \mathrm{e}-16$ | -0.04908 | 0.00065 | -0.07424 | 0.01811 |
| $B_{1, y}$ | -0.02221 | -1.69e-15 | 0.15239 | $8.76 \mathrm{e}-16$ | 0.13413 | -0.04466 | -0.10917 | -0.10177 |
| $B_{1, z}$ | -0.11444 | -0.20487 | 0.61053 | 0.59333 | 1.13155 | 0.97779 | 0.89819 | 0.90212 |
| $B_{2, x}$ | -0.11351 | -1.13e-16 | 0.60165 | $2.19 \mathrm{e}-16$ | -0.05603 | 0.00075 | -0.05863 | 0.01446 |
| $B_{2, y}$ | -0.01520 | $-1.13 \mathrm{e}-16$ | 0.10375 | $2.19 \mathrm{e}-16$ | 1.13095 | 0.92704 | 0.89990 | 0.90212 |
| $B_{2, z}$ | 1.29780 | 1.47882 | -0.89674 | -0.96987 | -0.13648 | -0.30391 | 0.10453 | 0.10178 |

as shown in Fig. 8(b). The angle of inclination of the crack with respect to the horizontal plane is taken as $\gamma=\pi / 4$. The material properties adopted in this problem are $E=1.0 \times 10^{3}$ and $v=0.3$. The stress intensity factors $K_{I}^{\mathrm{ref}}, K_{I I}^{\mathrm{ref}}$ and $K_{I I I}^{\mathrm{ref}}$ for an inclined elliptical crack in an infinite domain are used as reference values. They are given by Tada et al. [59]:

$$
\begin{align*}
& K_{\mathrm{I}}^{\mathrm{ref}}=\frac{\left(\sigma \sin ^{2} \gamma\right) \sqrt{\pi b}}{E(\kappa)}\left\{\sin ^{2} \theta+\left(\frac{b}{c}\right)^{2} \cos ^{2} \theta\right\}^{1 / 4},  \tag{23}\\
& K_{\mathrm{II}}^{\mathrm{ref}}=-\frac{(\sigma \sin \gamma \cos \gamma) \sqrt{\pi b} \kappa^{2}}{\left\{\sin ^{2} \theta+\left(\frac{b}{a}\right)^{2} \cos ^{2} \theta\right\}^{1 / 4}}\left\{\frac{\kappa^{\prime}}{B} \cos \omega \cos \theta+\frac{1}{C} \sin \omega \sin \theta\right\},  \tag{24}\\
& K_{\mathrm{III}}^{\mathrm{ref}}=\frac{(\sigma \sin \gamma \cos \gamma) \sqrt{\pi b}(1-v) \kappa^{2}}{\left\{\sin ^{2} \theta+\left(\frac{b}{a}\right)^{2} \cos ^{2} \theta\right\}^{1 / 4}}\left\{\frac{1}{B} \cos \omega \sin \theta-\frac{\kappa^{\prime}}{C} \sin \omega \cos \theta\right\}, \tag{25}
\end{align*}
$$

where $B, C$ are defined as

$$
\begin{equation*}
B=\left(\kappa^{2}-v\right) E(\kappa)+v \kappa^{\prime 2} K(\kappa), \quad C=\left(\kappa^{2}+v \kappa^{\prime 2}\right) E(\kappa)-v \kappa^{\prime 2} K(\kappa), \tag{26}
\end{equation*}
$$

with $E(\kappa)$ and $K(\kappa)$ defined as

$$
\begin{equation*}
K(k)=\int_{0}^{\frac{\pi}{2}} \frac{d \varphi}{\sqrt{1-k^{2} \sin ^{2} \varphi}}, \quad E(k)=\int_{0}^{\frac{\pi}{2}} \sqrt{1-k^{2} \sin ^{2} \varphi} d \varphi, \tag{27}
\end{equation*}
$$

where $\kappa^{2}=1-\kappa^{\prime 2}, \kappa^{\prime}=b / a$, and $\theta$ is the parametric angle of a point on the crack front. In this problem, $\gamma=\pi / 4$ and $\omega=0$. For the spatial discretization, we employ a structured grid with a uniform cell size of $h_{\mathrm{xfem}}=0.025$ as the background meshes of the X-FEM, and a uniform grid with cell size of $h_{\mathrm{ls}}=0.0266667$ for the level set. The region within a distance of $1.5 h_{\mathrm{xfem}}$ from the crack front is enriched with singularity functions.

Fig. 9(a) shows a vertically cut half of the deformed body amplified with 500 times. We set $r_{a}=0.002$ and $\Delta r=0.003$ as shown in (22) to compute SIFs. Figs. 9(b), 9(c) and 9(d) compare the SIFs computed by different schemes. We can see that the accuracies of the explicit and the novel hybrid representations are almost identical. This is expected since computing gradients of enriching functions using the transformation matrix and gradients of level sets give identical results for planar cracks.

### 5.3. Lens-shaped crack

Since the spherical-cap crack problem is the only one non-planar crack for which the boundary-value problem can be solved exactly [60], we consider this case here. As shown in Fig. 10, a lens-shaped crack embedded in a cubic domain. The geometric parameters of the lens-shaped crack are $R=0.2$ and $\alpha=\pi / 4$, and the edge length of the cube is $L=2$. The material properties used are $E=1.0 \times 10^{3}$ and $v=0.22$.


Fig. 8. Numerical model and the geometry of an elliptical crack.


Fig. 9. Deformed body (amplified by 500 times) and comparisons of SIFs (Ref: analytical solution, Explicit: crack represented by an explicit scheme, and Dual: the dual meshes approach).


Fig. 10. Numerical model and the geometry of a lens crack.

### 5.3.1. Comparisons of SIFs computed by the DCM

When the domain subjected to a hydrostatic tensile stress, i.e. $\sigma=1$, the fairly involved analytical solution for the lens crack was derived by Martynenko and Ulitko [61]. The stress intensity factors are given by:

$$
\begin{equation*}
K_{\mathrm{I}}^{\mathrm{ref}}=\frac{\varphi(\alpha)}{2} \sqrt{\frac{R \pi}{\sin \alpha}} \quad \text { and } \quad K_{\mathrm{II}}^{\mathrm{ref}}=\psi(\alpha) \sqrt{\frac{R \pi}{\sin \alpha}} \tag{28}
\end{equation*}
$$

where $\varphi(\alpha)$ and $\psi(\alpha)$ are solutions to the boundary value problem of a spherical notch, which can be expressed as:

$$
\begin{align*}
& \varphi(\alpha)=\delta \sin \frac{\alpha}{2}+b \sin \frac{3 \alpha}{2}+c \sinh \gamma \alpha \cos \frac{\alpha}{m}+d \cosh \gamma \alpha \sin \frac{\alpha}{m}  \tag{29}\\
& \psi(\alpha)=\frac{2 b}{3} \cos \frac{3 \alpha}{2}-\frac{1}{6}(c \eta+2 d \gamma) \sinh \gamma \alpha \sin \frac{\alpha}{m}-\frac{1}{6}(2 c \gamma-\eta d) \cosh \gamma \alpha \cos \frac{\alpha}{m} \tag{30}
\end{align*}
$$

in which $m$ is the reciprocal of Poisson's ratio and the constants $\delta, \gamma$, and $\eta$ are defined as

$$
\begin{equation*}
\delta=\frac{3 \sigma}{2 \pi} \frac{m}{m+1}, \quad \gamma=\sqrt{\frac{3}{4}-\frac{1}{m^{2}}}, \quad \eta=3+\frac{2}{m} \tag{31}
\end{equation*}
$$

The remaining constants $b, c$, and $d$ are determined from a solution of the following equation system:

$$
\left[\begin{array}{lll}
a_{11} & -a_{12} & -a_{13}  \tag{32}\\
a_{21} & -a_{22} & -a_{23} \\
a_{31} & -a_{32} & -a_{33}
\end{array}\right]\left(\begin{array}{l}
b \\
c \\
d
\end{array}\right)=-\delta\left\{\begin{array}{c}
b_{11} \\
b_{22} \\
0
\end{array}\right\}
$$

in which the coefficients $a_{i j}$ and $b_{i j}$ are given in Appendix. In this case, the absolute values of analytical solutions are $K_{\mathrm{I}}^{\text {ref }}=0.377235$, $K_{\mathrm{II}}^{\mathrm{ref}}=0.104089$, and $K_{\mathrm{III}}^{\mathrm{ref}}=0$. We first set $h_{\mathrm{xfem}} / L=0.03125$ and $h_{\mathrm{Is}} / L=0.05$ for the spatial discretization. We also set $r_{a}=0.01414$ and $\Delta_{a}=0.05656$ shown in (22) to compute SIFs. Fig. 11 shows comparisons of SIFs computed by different methods and the analytical solutions. Note the $x$-axis denoted as $\theta$ is defined as the radial angle of the points along the crack front in the horizontal plane. We can see that the computed SIFs from both methods fluctuate around the reference solutions. Given a fixed singularly-enriched region, the curvature plays an important role for coarse meshes. We therefore employ coarse meshes to discretize the domain to examine the improvement of the proposed method. As shown in Fig. 12, two representative cell sizes are demonstrated by the relative positions of the cells cut by the crack front and the crack itself.

We now compare SIFs for different approaches. Since the SIFs computed by the DCM method are practically path dependent. We here first separately compute $k_{\mathrm{I}}$ with $r_{a}=0.0002828+i h_{\text {cr }}$ and $\Delta_{a}=0.0002828+j h_{\text {cr }}(i, j=1,2, \ldots, 10)$ and take the average $k_{\mathrm{I}}$ to eliminate the issue of path-dependence. Fig. 13 shows the relative error $e_{k}=\left|k_{\mathrm{I}}-k_{\mathrm{I}}^{\text {ref }}\right| / k_{\mathrm{I}}^{\text {ref }}$ with different mesh sizes for the different methods. We can see that the proposed method is more accurate than the method based on the transformation matrix for coarse meshes, but for a few specific mesh sizes, the results are worse. The reason is that the computation of SIFs by using the DCM is not accurate even when we use some averaging schemes. The interaction integral method (IIM) considering the discrepancies of the crack surface (actual fields) and the planar surface (auxiliary fields), may be a better choice, as shown in [55]. However, the derivations and implementations of the IIM for a curved crack are too complicated, which may distract from the focus of this work. To conduct a fair comparison, we employ the analytical solution for the displacement jump along the lens.

### 5.3.2. Comparisons of displacement jump

Martin [60] revisited the spherical-cap crack and given the analytical crack-opening displacement for uniaxial tension at infinity in the $z$-direction as:

$$
\begin{equation*}
\left[u_{r}(\theta)\right]=c \int_{\theta}^{\alpha} \frac{\varphi(t)}{\sqrt{2 \cos \theta-2 \cos t}} \mathrm{~d} t, \quad 0 \leq \theta<\alpha \tag{33}
\end{equation*}
$$



Fig. 11. SIFs for a lens crack (Subscripts I and II represent the $K_{I}$ and $K_{I I}$, respectively. Ref: analytical solution, Explicit: crack represented by an explicit scheme, and Dual: the dual meshes approach.).


Fig. 12. Cells cut by the crack front.


Fig. 13. Relative errors for different mesh sizes. $\left(e_{k}=\left|k_{\mathrm{I}}-k_{\mathrm{I}}^{\text {ref }}\right| / k_{\mathrm{I}}^{\text {ref }}\right)$.

$$
\begin{equation*}
\left[u_{\theta}(\theta)\right]=\frac{-c}{2 \sin \theta} \int_{\theta}^{\alpha} \frac{\psi(t) \sin t}{\sqrt{2 \cos \theta-2 \cos t}} \mathrm{~d} t, \quad 0 \leq \theta<\alpha \tag{34}
\end{equation*}
$$

where the spherical cap is represented by $r=c, 0 \leq \theta<\alpha$ and $0 \leq \phi<2 \pi$. In this case, $c \equiv 0.2, \alpha \equiv \pi / 4$. The expressions for $\varphi(t)$ and $\psi(t)$ are:

$$
\begin{align*}
& \varphi(t)=\eta \varphi_{1}(t)+(1-v)^{-1}\left\{\psi_{0} h_{0}(t)+M_{1} h_{1}(t)+M_{2} h_{2}(t)\right\}  \tag{35}\\
& \psi(t)=\eta \psi_{1}(t)+(1-v)^{-1}\left\{\psi_{0} \ell_{0}(t)+M_{1} \ell_{1}(t)+M_{2} \ell_{2}(t)\right\} \tag{36}
\end{align*}
$$

where $\eta=-4(1-v) p_{0} /(\pi \mu), v$ is Poisson's ratio ( $v \equiv 0.22$ ), $p_{0}$ is the tension along $z$-direction ( $p_{0} \equiv 1$ ), $\mu$ is the shear modulus ( $\mu=\frac{E}{2(1+v)}=409.836$ ) as $E=1 \times 10^{3}$, and functions are listed as follows:

$$
\begin{aligned}
& \varphi_{1}(t)=2 A_{1} \sin \left(\frac{1}{2} t\right)+\frac{2}{3} B_{1} \sin \left(\frac{3}{2} t\right)+\frac{2}{5} C_{1} \sin \left(\frac{5}{2} t\right)+v^{-1} D_{1} \cosh \gamma t \sin v t+\gamma^{-1} E_{1} \sinh \gamma t \cos v t, \\
& \psi_{1}(t)=B_{3} \cos \left(\frac{3}{2} t\right)+C_{3} \cos \left(\frac{5}{2} t\right)+D_{3} \cosh \gamma t \cos v t+(\gamma v)^{-1} E_{3} \sinh \gamma t \sin v t, \\
& h_{0}(t)=-\frac{1}{8}\left\{\sin \left(\frac{3}{2} t\right)+(3-4 v) \cosh \gamma t \sin v t+\frac{1}{2} \gamma^{-1}\left(1+6 v-8 v^{2}\right) \sinh \gamma t \cos v t\right\}, \\
& h_{1}(t)=-\frac{1}{32}\left\{(3+8 v) \sin \left(\frac{3}{2} t\right)+(13-24 v) \cosh \gamma t \sin v t+\frac{1}{2} \gamma^{-1}\left(51-14 v-48 v^{2}\right) \sinh \gamma t \cos v t\right\}, \\
& h_{2}(t)=\frac{1}{2} \delta_{2}\left\{\sin \left(\frac{3}{2} t\right)-\cosh \gamma t \sin v t+\frac{1}{2} \gamma^{-1}(1-2 v) \sinh \gamma t \cos v t\right\}, \\
& \ell_{0}(t)=\frac{1}{3}\left\{\cos \left(\frac{3}{2} t\right)+(2-3 v) \cosh \gamma t \cos v t-\frac{1}{2} \gamma^{-1}\left(3+2 v-6 v^{2}\right) \sinh \gamma t \sin v t\right\}, \\
& \ell_{1}(t)=\frac{1}{12}\left\{(3+8 v)\left(\cos \left(\frac{3}{2} t\right)-\cosh \gamma t \cos v t\right)-\frac{1}{2} \gamma^{-1}\left(48-3 v-56 v^{2}\right) \sinh \gamma t \sin v t\right\}, \\
& \ell_{2}(t)=-\frac{4}{3} \delta_{2}\left\{\cos \left(\frac{3}{2} t\right)-\cosh \gamma t \cos v t+\frac{1}{2}(v / \gamma) \sinh \gamma t \sin v t\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{1}=\frac{1}{16(1+v)}, \quad B_{1}=\frac{-3}{16(1-v)}, \quad C_{1}=\frac{25}{4(7-5 v)}, \quad D_{1}=\frac{-v\left(3+5 v-10 v^{2}\right)}{4\left(1-v^{2}\right)(7-5 v)}, \\
& E_{1}=\frac{13-25 v-6 v^{2}+20 v^{3}}{8\left(1-v^{2}\right)(7-5 v)}, \quad B_{3}=-\frac{16}{9} B_{1}, \quad C_{3}=-\frac{24}{25} C_{1}, \quad D_{3}=\frac{11-13 v}{3(1-v)(7-5 v)}, \\
& E_{3}=\frac{v(1-2 v)(15-17 v)}{6(1-v)(7-5 v)}, \gamma=\frac{1}{2} \sqrt{3-4 v^{2}}, \quad \delta_{2}=\frac{3}{16}(1-8 v) .
\end{aligned}
$$

The coefficients of $M_{1}, M_{2}$ and $\psi_{0}$ are the solution of the following linear system:

$$
\sum_{j=1}^{3} A_{i j} x_{j}=c_{i}, \quad i=1,2,3
$$

where $x_{1}=M_{1}, x_{2}=M_{2}, x_{3}=\psi_{0}$ and

$$
\begin{aligned}
c_{1} & =(1-v) \eta \int \varphi_{1} \mathrm{~d} t, \quad c_{2}=(1-v) \eta \int\left(\varphi_{1} \cos t+\psi_{1} \sin t\right) \mathrm{d} t, \quad c_{3}=-(1-v) \eta \int \psi_{1} \cos \frac{1}{2} t \mathrm{~d} t \\
A_{11} & =1-v-\int h_{1} \mathrm{~d} t, \quad A_{12}=-\int h_{2} \mathrm{~d} t, \quad A_{13}=-\int h_{0} \mathrm{~d} t, \\
A_{21} & =-\int\left(h_{1} \cos t+\ell_{1} \sin t\right) \mathrm{d} t, \quad A_{22}=1-v-\int\left(h_{2} \cos t+\ell_{2} \sin t\right) \mathrm{d} t, \\
A_{23} & =-\int\left(h_{0} \cos t+\ell_{0} \sin t\right) \mathrm{d} t, \\
A_{31} & =\int \ell_{1} \cos \left(\frac{1}{2} t\right) \mathrm{d} t, \quad A_{32}=\int \ell_{2} \cos \left(\frac{1}{2} t\right) \mathrm{d} t, \quad A_{33}=\int \ell_{0} \cos \left(\frac{1}{2} t\right) \mathrm{d} t
\end{aligned}
$$

and all the integrals are over the range $0 \leq t \leq \alpha$. We thus can compute the analytical solutions of $\left[u_{r}(\theta)\right]$ and $\left[u_{\theta}(\theta)\right]$. Fig. 14 compares the displacement jumps for different methods at various mesh sizes. We can see that the proposed method (labeled as "hybrid") is more accurate than the method requiring transposition matrix (labeled as "explicit") both for $\left[u_{r}(\theta)\right]$ and $\left[u_{\theta}(\theta)\right]$.

## 6. Conclusion

Using the X-FEM to model non-planar discontinuities confronts challenges to compute gradients of enriching functions since the transformations matrix connecting the global and local coordinate systems are sensitive to the normal, conormal, and tangent vectors along crack fronts. In this work, we proposed a novel hybrid representation by setting level sets to an independent grid with hexahedra meshes. The gradients of level sets are computed by the finite difference method and then interpolated to the integration


Fig. 14. Comparisons of the displacement jump for different numerical solutions (explicit and hybrid) and analytical solutions (subscripts with ref).
points of the X-FEM to compute the gradients of enriching functions abandoning computing the local coordinate systems at the fronts of the cracks. It is found that the proposed method are identical to the explicit representation for planar cracks, but exhibit more accurate for the non-planar cracks, especially for coarse meshes. In this work, we consider embedded cracks in isotropic homogeneous materials. For interface cracks and cracks in anisotropic media, they can be modeled by using different enriching functions in the framework of the X-FEM. These enriching functions are also functions of $r$ and $\theta$, therefore the gradients of these functions can be computed by the chain rule and gradients of level sets in the same manner. It should be pointed out that the proposed method is based on level sets reproducing the explicit cracks. For some cases where the level set function may be an "over-smoothed" approximation to the crack geometry, e.g. the de facto "zigzag" feature of fatigue crack geometry, the explicit representation requiring the transformation matrix is still the best choice, while refining the crack tips is necessary to alleviate errors. As the future work, we may extend our model to consider multiple cracks.
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## Appendix A. Gradients of enriching functions

$$
\begin{align*}
& \frac{\partial B_{1}}{\partial r}=\frac{1}{2 \sqrt{r}} \sin \frac{\theta}{2}, \quad \frac{\partial B_{1}}{\partial \theta}=\frac{\sqrt{r}}{2} \cos \frac{\theta}{2}  \tag{A.1}\\
& \frac{\partial B_{2}}{\partial r}=\frac{1}{2 \sqrt{r}} \cos \frac{\theta}{2}, \quad \frac{\partial B_{2}}{\partial \theta}=-\frac{\sqrt{r}}{2} \sin \frac{\theta}{2}  \tag{A.2}\\
& \frac{\partial B_{3}}{\partial r}=\frac{1}{2 \sqrt{r}} \sin \frac{\theta}{2} \sin \theta, \quad \frac{\partial B_{3}}{\partial \theta}=\frac{\sqrt{r}}{2} \cos \frac{\theta}{2} \sin \theta+\sqrt{r} \sin \frac{\theta}{2} \cos \theta  \tag{A.3}\\
& \frac{\partial B_{4}}{\partial r}=\frac{1}{2 \sqrt{r}} \cos \frac{\theta}{2} \sin \theta, \quad \frac{\partial B_{4}}{\partial \theta}=-\frac{\sqrt{r}}{2} \sin \frac{\theta}{2} \sin \theta+\sqrt{r} \cos \frac{\theta}{2} \cos \theta \tag{A.4}
\end{align*}
$$

## Appendix B. Coefficients in the reference solutions of lens crack

The definitions of the coefficients $a_{i j}$ and $b_{i j}$ occurring in (32) are listed as follows.

$$
\begin{align*}
& a_{11}=\frac{1}{3}\left(11 \cos \frac{\alpha}{2}-\cos \frac{5 \alpha}{2}\right) \\
& a_{12}=\sin \alpha\left(\kappa \sinh \gamma \alpha \cos \frac{\alpha}{m}+\rho \cosh \gamma \alpha \sin \frac{\alpha}{m}\right)+\cos \alpha\left(\mu \cosh \gamma \alpha \cos \frac{\alpha}{m}-\beta \sinh \gamma \alpha \sin \frac{\alpha}{m}\right) \\
& a_{13}=\sin \alpha\left(\kappa \cosh \gamma \alpha \sin \frac{\alpha}{m}-\rho \sinh \gamma \alpha \cos \frac{\alpha}{m}\right)+\cos \alpha\left(\mu \sinh \gamma \alpha \sin \frac{\alpha}{m}+\beta \cosh \gamma \alpha \cos \frac{\alpha}{m}\right) \\
& a_{21}=\cos \frac{3 \alpha}{2} \\
& a_{22}=2\left(\gamma \cosh \gamma \alpha \cos \frac{\alpha}{m}+\frac{1}{m} \sinh \gamma \alpha \sin \frac{\alpha}{m}\right) \\
& a_{23}=2\left(\gamma \sinh \gamma \alpha \sin \frac{\alpha}{m}-\frac{1}{m} \cosh \gamma \alpha \cos \frac{\alpha}{m}\right) \\
& a_{31}=\frac{1}{3}(1+\cos \alpha) \sin \alpha \\
& a_{32}=\frac{m}{4(m-1)} \cos \frac{\alpha}{2}\left[\left(1-\frac{2}{m}\right) \sinh \gamma \alpha \cos \frac{\alpha}{m}+2 \gamma \cosh \gamma \alpha \sin \frac{\alpha}{m}\right] \\
& +\frac{m}{4(m-1)} \frac{2}{3} \sin \frac{\alpha}{2}\left[\left(1-\frac{4}{m}\right) \gamma \cosh \gamma \alpha \cos \frac{\alpha}{m}+\left(\frac{3}{2}+\frac{1}{m}-\frac{4}{m^{2}}\right) \sinh \gamma \alpha \sin \frac{\alpha}{m}\right]  \tag{B.1}\\
& a_{33}=\frac{m}{4(m-1)} \cos \frac{\alpha}{2}\left[\left(1-\frac{2}{m}\right) \cosh \gamma \alpha \sin \frac{\alpha}{m}-2 \gamma \sinh \gamma \alpha \cos \frac{\alpha}{m}\right] \\
& +\frac{m}{4(m-1)} \frac{2}{3} \sin \frac{\alpha}{2}\left[\left(1-\frac{4}{m}\right) \gamma \sinh \gamma \alpha \sin \frac{\alpha}{m}-\left(\frac{3}{2}+\frac{1}{m}-\frac{4}{m^{2}}\right) \cosh \gamma \alpha \cos \frac{\alpha}{m}\right] \\
& b_{11}=\frac{1}{3} \cos \frac{3 \alpha}{2}-\cos \frac{\alpha}{2} \\
& b_{22}=3 \cos \frac{\alpha}{2} \\
& \beta=\frac{4}{3} \frac{6 m^{2}+m-8}{m(7 m-8)} \\
& \mu=\frac{-4}{3} \frac{m-8}{7 m-8} \gamma \\
& \rho=\frac{8 m}{7 m-8} \gamma \\
& \kappa=\frac{8(m-1)}{7 m-8}
\end{align*}
$$
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