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#### Abstract

A novel numerical framework is developed for large-eddy simulation (LES) of interactions among air, water, and solid bodies. The motions of air and water are solved on a fixed block-structured mesh, with the air-water interface captured using the volume-of-fluid method. A new sub-grid scale stress model based on the vortex identifier is used to improve the robustness and efficiency of the simulation flows with air-water interface. The new framework is tested in the context of bow waves and Kelvin waves generated by a water-surface vehicle. Wave breaking at the bow of the vehicle is captured in LES. The LES results of wave geometry approaches the measurements progressively as the grid resolution is refined. The simulation results indicate that LES is a useful tool for studying wave dynamics of water-surface vehicles.
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When a solid body is piercing water surface at a high speed, violent breaking waves can be generated, which impose additional resistance on the body. As a result, the investigation of wave-structure interaction is fundamentally important for the design and maneuvering of water-surface vehicles. While experimental studies of wave-structure interaction are usually timeconsuming and expensive, the large-eddy simulation (LES) is believed to be a useful tool for the early-stage design of watersurface vehicles [1, 2].

In the LES study of waves generated by a water-surface vehicle, one of the main challenges is the numerical method for capturing waves. There are two categories of numerical approaches for simulating two-fluid flows, namely the front-tracking and front-capturing methods. The former method solves the

[^0]air and water separately to provide a sharp interface between air and water $[3,4]$. However, when applied in the physical problems with violent breaking waves, the computational cost of the front-tracking method can be large due to the complex geometry of the air-water interface. Solving the motions of air and water on a fixed grid, the front-capturing methods are less demanding in computer power and more robust for complex waves. In these methods, the density and viscosity change with the fluid phase [5]. To avoid any numerical instabilities, the density and viscosity need to change gradually in several grid points across the interface. As a result, the interface is essentially diffused, and the surface tension cannot be calculated accurately. However, in the simulation of waves around a watersurface vehicle, the surface tension is less important, because the scale is usually large. As such, the front-capturing methods are chosen in the preset numerical framework for its capability in capturing breaking waves with arbitrary geometries.

Besides the air-water interface, the fluid-structure interface also needs to be captured accurately in the numerical studies of waves generated by water-surface vehicles. The immersed boundary (IB) method is effective in capturing complex geometries of solid bodies on an Eulerian grid. In the IB method, the boundary condition at the body surface is satisfied by imposing a forcing at grid points adjacent to the body surface. The details of the IB method are introduced comprehensively in the review paper [6].

The goal of the present project is to develop a numerical framework called computational air-sea tank (CAS-Tank) for LES of waves generated by water-surface vehicles. As a start, the following features of the numerical framework are expected:

1. high performance in parallel computing;
2. correct representation of the geometry of the water-surface vehicle;
3. accurate prediction of wave geometry.

These three criteria are used to examine the performance of the CAS-Tank in the context of two-fluid flow past a standard ship model DTMB-5415 [7].

The fluid flow is governed by the following continuity and momentum equations for incompressible flows:

$$
\begin{align*}
& \frac{\partial \bar{u}_{i}}{\partial x_{i}}=0  \tag{1}\\
& \begin{aligned}
\frac{\partial\left(\rho \bar{u}_{i}\right)}{\partial t}+\frac{\partial\left(\rho \bar{u}_{i} \bar{u}_{j}\right)}{\partial x_{j}}= & -\frac{\partial \bar{p}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left(\mu \bar{S}_{i j}\right) \\
& -\frac{\partial\left(\rho \tau_{i j}\right)}{\partial x_{j}}-\rho g \delta_{i 3}+\rho f_{i},
\end{aligned}
\end{align*}
$$

where $x_{1}, x_{2}$, and $x_{3}$ represent the streamwise, spanwise, and vertical directions, with $u_{1}, u_{2}$, and $u_{3}$ being the velocity components in the corresponding directions; the overline "-" represents the implicit grid-level filter; $t$ is the time; $\rho$ and $\mu$ are the density and viscosity of fluids, respectively; $p$ is the pressure; $S_{i j}=\left(\partial u_{i} / \partial x_{j}+\partial u_{j} / \partial x_{i}\right) / 2$ is the strain rate tensor; $g$ is the gravitational acceleration; $\tau_{i j}=\overline{u_{i} u_{j}}-\bar{u}_{i} \bar{u}_{j}$ is the sub-grid scale (SGS) stress tensor; $\delta_{i j}$ is the Kronecker delta tensor; $f_{i}$ is the forcing at the IB points.

The density and viscosity vary with the fluid phase, calculated as
$\rho=\rho_{a}(1-F)+\rho_{w} F$,
$\mu=\mu_{a}(1-F)+\mu_{w} F$,
where the subscripts $a$ and $w$ represents air and water, respectively, and $F$ is the fraction of water in a grid cell. The evolution of $F$ is governed by the convection equation as
$\frac{\partial F}{\partial t}+\frac{\partial\left(\bar{u}_{j} F\right)}{\partial x_{j}}=0$.
This equation is solved using the conservative volume-offraction method [8].

The SGS stress tensor $\tau_{i j}$ in Eq. (2) is calculated as
$\tau_{i j}=\frac{1}{3} \tau_{k k} \delta_{i j}-2 \nu_{s g s} \bar{S}_{i j}$.

The first term on the right-hand side of Eq. (6) is merged into the pressure. The SGS viscosity $\nu_{s g s}$ is calculated using a new vortexidentifier model (VIM) as [9]
$\nu_{s g s}=\left(C_{m} \bar{\Delta}\right)^{2} \frac{Q_{*}^{3 / 2}\left|\bar{S}_{i j}\right|}{\left|\bar{S}_{i j}\right|^{3}+Q_{*}^{3 / 2}}$,
where $Q_{*}=\max (0, Q) \geq 0$. Here, $Q=\left(\bar{\Omega}_{i j} \bar{\Omega}_{i j}-\bar{S}_{i j} \bar{S}_{i j}\right) / 2$ is the vortex criterion [10], with $\Omega_{i j}=\left(\partial u_{i} / \partial x_{j}-\partial u_{j} / \partial x_{i}\right) / 2$ being the anti-symmetric part of the velocity gradient tensor. The model coefficient $C_{m}$ was calibrated in an isotropic turbulence as $C_{m}=1.84$, and was found to be effective in wall-bounded turbulence. Unlike the Smagorinsky model, the VIM diminishes automatically in the non-turbulence region without changing the model coefficient $C_{m}$. As a result, it is unnecessary to determine the value of $C_{m}$ dynamically. This property of the VIM is fundamentally important for the robustness of LES of twofluid flow with violent breaking waves. As a comparison, the conventional dynamic procedure [11] needs special treatments near the water surface. Otherwise, it produces an oscillatory model coefficient and causes numerical instability when violent breaking waves are generated.

The IB forcing $f_{i}$ is added to satisfy the boundary condition at the surface of solid bodies with complex geometries. Figure 1 demonstrates the geometry of the ship model DTMB-5415 under investigation. As shown, triangular unstructured mesh at the ship surface is used to help capture the geometry. A ray-tracking method is used to determine if a grid point locates inside or outside the ship [12]. The IB forcing are added only at IB points, defined as the grid points in the fluid phase, with at least one of their neighbor points locating inside the ship. The details of the method for calculating the IB forcing is introduced in Gilmanov and Sotiropoulus [13].

Equation (2) is discretized on a fixed block-structured mesh [14]. In the region away from the water surface, a second-order central difference scheme is used to calculate the convection term in the momentum equation, while near the water surface, a second-order essential non-oscillatory scheme is used to improve the numerical robustness [15]. The viscous term is calculated using the second-order central difference scheme in the entire domain. The projection method is used to satisfy the di-vergence-free condition (1). The second-order Runge-Kutta method is applied for time advancement.

The performance of the CAS-Tank is tested in the context of flow past a fixed ship. A uniform flow at a constant streamwise velocity $U$ is prescribed at the inlet, and a convective condition is used at the outlet. Free-slip conditions are applied at the top,


Fig. 1. Triangular mesh on ship surface.

Table 1 Key parameters of test cases

| Case | $F r$ | $N_{x} \times N_{y} \times N_{z}$ | $\Delta / L$ |
| :---: | :---: | :---: | :---: |
| la | 0.28 | $420 \times 120 \times 222$ | $8.20 \times 10^{-3}$ |
| 1b | 0.28 | $840 \times 240 \times 510$ | $4.10 \times 10^{-3}$ |
| 1c | 0.28 | $1680 \times 600 \times 1000$ | $1.64 \times 10^{-3}$ |
| 2 | 0.67 | $1680 \times 600 \times 1000$ | $1.64 \times 10^{-3}$ |

bottom, and two side boundaries of the computational domain. The no-slip boundary condition at the ship surface is imposed by using the IB method.

Table 1 summarizes the key parameters of the test cases. As shown, the Froude number $\mathrm{Fr}=\left(U^{2} / g L\right)^{0.5}$ is set to 0.28 in cases la-1c to match the laboratory experiment [16], such that the LES results of wave geometry can be compared with the measurements. Here, $U$ is the inflow velocity and $L$ is the length of the ship. In case 2, a larger value of $F r=0.67$ is considered to examine the effect of Froude number on the wave geometry. The number of grid points varies from 11,188,800 to $1,008,000,000$ in cases la-1c to examine the effect of grid resolution on the results. Near the ship, the grid is refined, and the resolution $\Delta$ is listed in the table. Note that the grid resolution in the three directions is the same near the ship, i.e. $\Delta_{x}=\Delta_{y}=\Delta_{z}=\Delta$. The grid is gradually stretched to the ends of the computational domain. The time step is determined dynamically based on the Courant-Friedrichs-Lewy criterion
as $\Delta t=0.5 \min \left(\Delta_{x} / u, \Delta_{y} / v, \Delta_{z} / w\right)$, where $u, v$, and $w$ represent the velocity components in $x, y$, and $z$ directions, respectively. The minimum operator is performed over the three components and all grid points. The computational domain size is set to $L_{x} \times L_{y} \times L_{z}=6.5 L \times 2.0 L \times 4.0 L$ in all cases. The distance between the ship bow and the inlet of the computational domain is $1.0 L$. The Reynolds number $R e=U L / \nu_{w}$ is fixed to $R e=5100$ in all cases, smaller than that in the laboratory experiment [16]. This leads to a discrepancy in the resistance between LES and experiments. However, at the initial stage of developing a comprehensive numerical framework, we focus on the accurate prediction of wave geometry. According to previous studies of wave breaking, the Reynolds number is not a key parameter that influences the wave geometry [17]. As a result, we reduce the Reynolds number to examine the capability of the numerical algorithm in capturing the wave geometry.

The scalability of parallel computing was tested using case 1 b . We ran the same case using different number of CPU cores for 100 time steps, and the time cost for the simulation was recorded. To avoid any unexpected influence of computer condition, each run was conducted for 20 times to obtain an averaged time cost $T$. Figure 2 compares the time cost for different number of CPU cores $N_{\text {cpu }}$, normalized by the time for 126 CPU cores. The dashed line in the figure shows the linear speed-up ratio, an ideal condition for an efficient parallel computing. It can be observed from the figure that as $N_{\text {cpu }}$ increases from 126 to 1004, the simulation is accelerated almost at a linear ratio, indicating a good performance of CAS-Tank in parallel computing.

Figure 3 compares the wave geometry at $z=0.082 L$ obtained from CAS-Tank and laboratory experiments [16]. Here, $z=0$ represents the central plane of the ship. It is shown that as


Fig. 2. Time cost $T$ for running case lb using different number of CPU cores $N_{\text {cpu }}$.


Fig. 3. Elevation of water surface at $z=0.082 L$ obtained from CASTank and laboratoryexperiments [16].
the grid resolution is refined, the wave geometry approaches the measurements progressively. Specifically, the wave geometry of case la is incorrect due to the use of coarse grid. With a finer resolution, case lb makes a better perdition on the wave length. As shown in the figure, the locations of the wave crest and wave trough obtained from case 1 b is consistent with the measurements, but the wave amplitude is not satisfactory. As the grid is further refined in case 1c, both wavelength and wave amplitude obtained from CAS-Tank become consistent with the measurements. The results shown in Fig. 3 indicate that the grid resolution is critically important for making a good prediction of the wave geometry.

Figure 4 compares the Kelvin ship waves at two Froude numbers. It is shown that the wave amplitude is larger at $\mathrm{Fr}=0.67$ than at $F r=0.28$. Furthermore, the wavelength is larger in the case with the larger Froude number. These observations of the effects of Froude number on the wave geometry are consistent with the results of the flow past a surface-piercing cylinder [18].

To show the capability of CAS-Tank in capturing breaking waves, Fig. 5 compares the bow wave of cases 1 c and 2 . As shown, the amplitude of the wave generated at the ship bow is much larger at $F r=0.67$ than at $F r=0.28$. The bow wave turns over at $F r=0.67$, indicating that wave breaking is captured.

In summary of this paper, we have developed a numerical framework CAS-Tank to study the waves generated by ships. The sharp-interface immersed boundary method is used for capturing the ship geometry. The air and water are solved on a fixed


Fig. 4. Contours of the elevation of water surface $\eta$ around the ship at $\mathbf{a} F r=0.28$ (case 1c) and $\mathbf{b} F r=0.67$ (case 2).


Fig. 5. Bow wave at a $F r=0.28$ (case 1c) and b $F r=0.67$ (case 2).
block-structured grid, with the air-water interface captured by the volume-of-fluid method. A new SGS stress model based on the vortex identifier is used, which avoids adjusting the model coefficient near the air-water interface, and as such improves the numerical robustness and efficiency. The wave geometry around the ship is consistent with the measurement data, indicating that the ship geometry and wave dynamics are correctly captured in the numerical framework.

As a remark, we would like to point out that an accurate perdition of the resistance with application in the investigation of drag reduction strategies will be the focus of next step in the development of CAS-Tank. To this purpose, a wall-layer model for capturing flow separation [19] will be implemented to simulate the flow at a higher Reynolds number. It is also important to implement an air-entrainment model to capture the white caps around the ship.
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