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ABSTRACT

Vibration-driven immersed granular systems (VIGSs) are ubiquitous in nature and industry. However, particle dynamics in 3D VIGSs is
hard to obtain directly from experiments. The resolved Computational Fluid Dynamics-Discrete Element Method (CFD-DEM) is introduced
to study a cylindrical VIGS subjected to vertical vibration focusing on particle dynamics. A Voronoi-weighted Gaussian interpolation
(VWGI) method is used to convert the discrete particle information into a continuous field. The VWGI method enables the estimation of the
continuous field for granular systems, especially for those with large-scale non-uniformity and heterogeneity particle distribution in local
cells. The results show that the periodic variation of the system’s kinetic energy is caused by the collision between the lower particles and the
vibrating wall, and the particle kinetic energy decreases with height rising. A velocity spatial structure of convection, moving from the cylin-
der center to the sidewall, is observed in both immersed and dry systems away from the bottom. Vibration-driven particles can exhibit a simi-
lar flow structure to natural convection. Compared to the dry system, the convection strength and momentum transfer in the VIGS are
higher, while the momentum diffusion is lower. The fluid restrains the particle energy acquisition and enhances the energy dissipation of the
“heated” particles, while the formation of the fluid convection benefits the particle convection directionality. This resolved CFD-DEM study
with the VWGI method provides useful results of the particle dynamics in VIGSs, which could provide guidance for some practical applica-
tions in minerals processing involving vibration-driven immersed granular systems.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0179357

I. INTRODUCTION

Immersed granular systems, encompassing phenomena like
debris flow,1 landslides,2 and seismic liquefaction,3 pose significant
threats to people’s life and property safety. Furthermore, these systems
find extensive applications across various industrial domains, includ-
ing chemical processes,4,5 and mineral processing.6,7 The fundamental
particle dynamics within granular systems, such as those occurring in
debris flow, are primarily governed by granular shearing, a process
that can be deconstructed into shearing and vibration components.8,9

Extensive research has been devoted to understanding the shearing
mechanism, particularly in dry granular systems,10,11 resulting in the
establishment of numerous macro-phenomenological models

grounded in rheological principles.12–14 The rheological behavior of
immersed particles has also emerged as a significant area of study. In
this context, the influence of the surrounding liquid is incorporated by
introducing viscosity into the inertia number. Consequently, several
phenomenological models have been developed to characterize the
motion of particles immersed in a fluid medium.15–18 In contrast to
shearing systems, the development of macro-phenomenological theo-
ries for vibration-driven granular systems (VGSs) remains a burgeon-
ing field. The predominant focus of previous studies has centered on
vibration-driven dry granular systems (VDGSs).19,20 A substantial
body of literature has explored fundamental particle dynamics, encom-
passing granular temperature, velocity, and volume fraction.21–23
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Studies have also examined the spatial distribution of these dynamic
features and established corresponding scaling laws.24,25 Notably,
investigations have delved into the impact of interstitial liquid viscosity
on granular temperature.26 Another prominent research area revolves
around the phase diagram of granular motion.27–29 This phase dia-
gram hinges on variables such as vibration intensity, particle diameter,
and granular layer height, delineating the sequence in which distinct
phases manifest as fluidization progresses. These phases encompass
the bouncing bed, undulations, granular Leidenfrost effect, convection
rolls, and granular gas.30 Furthermore, extensive attention has been
devoted to energy dissipation within the system,31,32 as well as the
dynamics of particle mixing and separation.33–36 However, the explo-
ration of particle dynamics within vibration-driven immersed granular
systems (VIGSs) remains in its nascent stages, characterized by a pau-
city of detailed descriptions pertaining to basic particle dynamic fea-
tures. This endeavor could provide guidance for some practical
applications involving vibration-driven immersed granular systems,
such as the design of novel vibrating screens in minerals processing.

Particle motion within 2D granular systems can be readily
observed and analyzed using high-speed cameras.37,38 However, when
it comes to 3D granular systems with particle occlusion, capturing
these motions becomes a challenging work. X-ray imaging techniques
have proven effective for studying slow-motion processes within 3D
granular systems.39 Nevertheless, the dynamic behavior of particles
intensifies when subjected to high-intensity vibrations, making it
exceedingly difficult to investigate particle dynamics in 3D VIGSs
using current experimental methodologies. Computational Fluid
Dynamics-Discrete Element Method (CFD-DEM) simulations have
emerged as a valuable tool for investigating granular-fluid systems,
capitalizing on the DEM to compute particle interactions while also
accounting for fluid–particle interactions.40–44 It is important to note
that the unresolved CFD-DEM approach relies on empirical formulas
from prior studies to compute fluid–particle interactions, limiting its
ability to uncover fundamental mechanisms underlying the fluid–par-
ticle interaction process.45–47 In contrast, the resolved CFD-DEM
method employs fluid cells significantly smaller than particles,
enabling a detailed resolution of the fluid field around each particle
and the individual calculation of forces on particles.48–50 However, a
fundamental challenge lies in defining the moving boundary of the
particles. As a fixed mesh approach, the Fictitious Domain Method
(FDM) introduces boundary conditions as force terms into the
Navier–Stokes equations, thereby correcting velocity and pressure
fields accordingly.51–54 It is noteworthy that the lattice Boltzmann
method (LBM) is alternative for fluid modeling,55 and coupling
between LBM and DEM has been developed in recent decades.56–58 Its
advantage lies in the simplicity of its governing equations compared to
traditional CFD methods, exhibiting excellent performance in parallel
computing.55,59 However, LBM-DEM still requires more improvement
on handling problems with complex boundary due to limited spatial
resolution. In this study, the conventional resolved CFD-DEMmethod
proposed by Hager et al.60 was applied for studying VIGSs.

A comprehensive understanding of particle dynamics necessitates
the transformation of discrete particle information into a continuous
field. Traditional methods involve dividing the research space into
numerous uniformly sized cells, wherein discrete data within each cell
over a recorded duration are collected and averaged.21,25 The resultant
averaged value is considered the continuous value at the center of each

cell. However, in the classic approach, particles within cells are
assigned uniform weights, disregarding both their distance from the
cell center and the heterogeneity of particle distribution within the cell.
Consequently, even a minor fluctuation in particle numbers within a
cell, on the order of a few percent, can substantially impact the accu-
racy of the averaged flow field, undermining fidelity. Gaussian interpo-
lation, a technique used to estimate values between known data points
in a dataset, offers a promising alternative.61 This method assigns
weights to neighboring data points based on their proximity to the
point of interpolation and utilizes them to compute the estimated value
at the desired location. Weight calculations often employ the Gaussian
function, with closer data points receiving higher weights and farther
ones receiving lower weights.62 However, traditional Gaussian interpo-
lation normalizes the cumulative weight of neighboring points using a
nonobjective normalization factor, a limitation particularly evident
when dealing with large-scale non-uniformity and the heterogeneity
particle distribution in local cells. Consequently, it is essential to con-
sider the spatial distribution characteristics of known data points to
ensure the rationality of surrounding point weights. To address this
challenge, the volume occupied by each particle serves as a quantifica-
tion of particle heterogeneity, allowing it to be integrated into the
Gaussian function for the correction of surrounding particle
weights.63,64 Furthermore, this discrete particle volume fraction can be
calculated utilizing this volume. Voronoi cells prove invaluable for pre-
cisely characterizing the volume fraction of each particle, as their vol-
ume closely mirrors the volume occupied by individual particles.65–68

This paper presents an investigation employing the resolved
CFD-DEM to simulate a cylindrical VIGS. We employ the Voronoi-
weighted Gaussian interpolation (VWGI) method to make continuous
analysis of particle dynamics. In Sec. II, we provide a detailed exposi-
tion of the resolved CFD-DEM simulation method and the VWGI
method. We conduct a mesh independence test and scrutinize the nor-
malization of the cumulative weight of neighboring points. Section III
elucidates the temporal variation and spatial distribution of the particle
kinematics within the VIGS, which are then compared to their coun-
terparts in the VDGS. In Sec. IV, we analyze convection strength,
momentum transfer, and diffusion in both particle systems and draw
analog of the convection in both immersed and dry particle systems to
natural convection. In Sec. V, we delve into an exploration of the flu-
id’s impact on particle movement within the VIGS. Finally, the paper
concludes with a summary of key findings and remarks.

II. METHODOLOGY
A. CFD-DEM simulation

1. Governing equations

The governing equations are written as follows:69

q
@U
@t

þ q U � rð ÞU ¼ �rpþ lDU þ qg inX; (1)

r � U ¼ 0 inX; (2)

U ¼ UC onC; (3)

U x; t ¼ 0ð Þ ¼ U0 xð Þ inX; (4)

U ¼ Up onXs; (5)

rf � n̂ ¼ sCs onCs; (6)
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mp
dUp

dt
¼ mpgþ f f þ

X
f c; (7)

Ip
dxp

dt
¼ T f þ

X
Tc; (8)

where Xf is the fluid domain,Xs is the particle phase, X ¼ Xf [ Xs, C
is the boundary ofX, and Cs is the interface between fluid and particle.
U represents the velocity, p is the pressure, t is the time, q is the den-
sity, g is the gravitational acceleration with magnitude 9.81m/s2; UC is
the velocity on C and Up is the velocity on Xs, rf denotes the stress
tensor of the fluid, n̂ is the outer normal vector of the particle, sCs is
the traction vector of the fluid, acting on the particle,mp is the mass of
the particle, f f represents the fluid force on the particle,

P
f c is

denoted as the force caused by the particle–particle/wall interactions,
xp is the angular velocity of the particle, Ip is the particle’s moment of
inertial, T f is hydrodynamic torque, and

P
Tc is the torque due to the

particle–particle/wall interactions.
Equations (1) and (2) are the motion and continuity equations

for the whole domain; Eq. (3) represents the Dirichlet boundary condi-
tion; Eq. (4) is the initial condition of the computation domain; Eq. (5)
is used to transfer the rigid velocity on the fluid velocity; Eq. (6) repre-
sents the stress between the fluid and solid; Eqs. (7) and (8) are used to
catch the rigid motion and rotation, respectively.

f f can be calculated as follows:

f f ¼ f rf þ f bf ; (9)

ð
Cs

rf � n̂ ¼
ð
Cs

sCs ¼ f rf ; (10)

f bf ¼ qgVp; (11)

where f rf represents the stress force of fluid acted on particles. f bf is the
buoyant force of fluid calculated by Archimedes principle, and Vp is
the volume of the particle.

The DEM model utilized in our research adopts the soft-sphere
approach, allowing for particle and boundary overlaps within the sys-
tem. Interactions between particles and walls, as well as among par-
ticles, are computed using the non-linear spring-dashpot
Hertz–Mindlin particle contact model, extensively documented in pre-
vious studies.29,49,70

2. Method implementation

The resolved CFD-DEM method is implemented within the
open-source framework of CFDEMcoupling (https://github.com/
CFDEMproject/CFDEMcoupling-PUBLIC), which provides an inter-
face between OpenFOAM-5 (https://openfoam.org) and the DEM
software LIGGGHTS (https://www.cfdem.com).

The simulation procedure of this method in one iteration step is
shown in Fig. 1 and is explained as follows:

1. The DEM information at time t is used to acquire the particle
occupied cells, and f f at time t is calculated.

2. f f is introduced into the DEM inner loop to calculate the particle
information at the end of the one iteration step t þ Dt, Dt is n

FIG. 1. CFD-DEM simulation procedure in
one iteration step. f f represents the fluid
force on the particle,

P
f c is denoted as

the force due to the particle–particle/wall
interactions.
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times the iteration step length of the DEM inner loop, and n
must be a positive integer.

3. The particle occupied cells are updated to time t þ Dt.
Meanwhile, the whole domain uncorrected fluid field at time
t þ Dt is solved in the PISO loop. Combining the above informa-
tion, the corrected fluid field is refreshed to time t þ Dt. One
iteration step is accomplished.

3. Case configuration

In this study, we have opted for a VIGS, as depicted in Fig. 2, to
serve as a fundamental representation of various scenarios. This model
embodies the concept of a constrained, axially symmetric, three-
dimensional cell subjected to gravitational forces. Within a sealed
cylindrical container, the interior is filled with a liquid medium.
Particles are placed atop a permeable vibrating wall allowing only
liquid passage. After the simulation initiation, the vibrating wall

undergoes standard sinusoidal motion in the vertical (Y) direction,
which can be expressed as follows:

X ¼ a sin 2pftð Þ; (12)

where X represents the displacement of the vibrating wall in the Y-
direction and a and f are the vibrating amplitude and frequency,
respectively.

We employ LIGGGHTS code to simulate the VDGS under the
same condition. A comprehensive listing of the specific parameter con-
figurations utilized in the simulations is provided in Table I.

Note that the particles constructing the vibrating wall are the
same as the research particles. Other walls’ mechanical properties are
the same as the particles.

According to our validation, when Dtf is reduced to 1.5� 10�4 s,
the simulation results do not significantly change further with decreas-
ing CFD time step. Considering the simulation accuracy and cost, we
have determined the CFD time step of 1.5� 10�4 s.

FIG. 2. The VIGS for simulation. A sealed cylinder filled with liquid, where particles (red particles) are placed atop a permeable vibrating wall (white particles) allowing only liq-
uid passage. After the simulation initiation, the vibrating wall undergoes standard sinusoidal motion in the Y-direction. The black grid is the structured mesh of the fluid domain.
The nephogram shows the particle’s boundary captured by the resolved CFD-DEM method.

TABLE I. Parameters setting of the simulation.

Computational domain/CFD/coupling settings DEM settings

Parameters Setting Parameters Setting

Cylinder height H (m) 0.2 Particle diameter dp (m) 0.01
Cylinder radius R (m) 0.075 Particle density qp (kg/m

3) 2500
Fluid density qf (kg/m

3) 1000 Particle number 800
Fluid kinematic viscosity �f (m

2/s) 1� 10�6 Youngs modulus E (kg/m s�2) 5� 107

Boundary Static without slip Poisson’s ratio 0.45
Mesh scale Ms (m) 1.25� 10�3 Coefficient restitution 0.95
Mesh number 2 959 308 Coefficient friction 0.5
CFD time step Dtf (s) 1.5� 10�4 Coefficient rolling friction 0.03
Coupling interval 15Dtp Vibration amplitude a (m) 0.01
Paralleling processors number 256 Vibration frequency f (Hz) 50

DEM time step Dtp (s) 1� 10�5
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Dtp can be estimated by the particle collision time tc

tc ¼ 2:868
m2

p

0:5EdpU c

 !1=5

; (13)

where U c is the feature collision velocity of the particles.
U c is set the same as the vibration velocity amplitude to make the

estimation. Dtp is established to be less than one-tenth of tc to effec-
tively capture particle collisions and uphold computational accuracy.

4. Mesh independence test

Prior to commencing the simulations, it is imperative to conduct
a mesh independence verification, as an excessively large mesh size can
lead to obvious alterations in the occupied cells by particles during
each iteration, significantly compromising the accuracy of our
calculations.69

To determine an appropriate mesh size, we examine the probabil-
ity density distributions of the particle kinetic energy (EK ) and the
magnitude of the total force acting on particles (kFk), and the results

are depicted in Figs. 3(a) and 3(b). The simulation duration is set to
0–7 s, and the analysis duration for variables’ probability density distri-
butions is set to 3–7 s. To facilitate the clear representation of probabil-
ity density distributions for multiple data groups, we employ lines
connecting the midpoints of each bin instead of histograms. From
Fig. 3(a), it is evident that when the grid size is 1/3 dp, the proportion
of high kinetic energy particles is notably lower compared to that of
the 1/10 dp grid size. As the grid size decreases to 1/5 dp, the aforemen-
tioned difference diminishes, yet the proportion of intermediate kinetic
energy particles exhibits a significant variance from the 1/10dp grid
size. Upon further reduction in the grid size to 1/8 dp, the probability
density distribution of particle kinetic energy aligns closely with that of
the 1/10dp grid size. From Fig. 3(b), it can be observed that the proba-
bility density of kFk remains relatively constant after the grid size
decreases to 1/8 dp, showing no significant change with further reduc-
tion in grid size.

We calculate cumulative absolute difference (
P jDPj) between

the probability represented by each bin in the computed probability
density distribution under different grid sizes and the trustworthy
results, enabling a quantitative description of grid independence

FIG. 3. Mesh independence test. Four sets of structured mesh with different sizes (1/3 dp, 1/5 dp, 1/8 dp, 1/10 dp) are compared. (a) The probability density distributions of the
particle kinetic energy (EK ) with different grid sizes. (b) The magnitude of the total force acting on particles (kFk) with different grid sizes. Note that the line connecting the mid-
points of each bin, with width of 0.1, is used to replace the histogram. The duration for analysis is 3–7 s. (c) The cumulative absolute difference (

P jDPj) between the probabil-
ity represented by each bin in the computed probability density distribution under different grid sizes and the trustworthy results. The computation results from the 1/10 dp grid
size are used as the trustworthy results. (d) Time consumption under different grid size. Simulation duration is 0–7 s.
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assessment. The computational results from the 1/10 dp grid size is
used as the trustworthy reference to compute the

P jDPj of cases with
different grid sizes, as shown in Fig. 3(c). In Fig. 3(c), the

P jDPj of
the 1/8dp grid size is notably smaller than the other grid sizes, provid-
ing a clearer indication that at a grid size of 1/8 dp, the computational
accuracy is generally acceptable. Figure 3(d) demonstrates that the
computational cost for the 1/10 dp grid size is notably higher than that
for the 1/8 dp grid size. When using the same number of central proc-
essing units (CPUs), the computational time for the 1/10 dp grid size
exceeds that of the 1/8dp grid size by more than twice, attributed to
the increased number of grid points and the reduction in CFD time
step. Consequently, in this study, we opt for a grid size of 1/8dp to
strike a balance between computational accuracy and cost.

Considering the case configuration is fully located in the validated
zone of the CFDEMcoupling code with extensive application and
detailed validation,60,71,72 the validation process and the results are
omitted for the sake of space.

B. Voronoi-weighted Gaussian interpolation method

The interpolation process relies on the Gaussian interpolation
function, which can be expressed as

f Xið Þ ¼
XNi

j¼1

yijWij; (14)

Wij ¼ 1

2pð Þ1:5h3i
e
�

r2
ij

2h2
i : (15)

Here, f Xið Þ signifies the estimated value at the interpolation point Xi,
yij represents the corresponding value of the known data point xij in
the vicinity of Xi, and Ni denotes the number of neighboring points
within the calculation radius hi of Xi. The weight Wij for each data
point xij is determined by Eq. (14), with the condition that the
Euclidean distance rij between Xi and xij does not exceed the specified
calculation radius.

To enhance the accuracy of the interpolation, we incorporate
point feature volume, which is obtained using the open-source soft-
ware Voroþþ and the Qhull algorithm,65,73 to adjust the weights of
surrounding points. The improved weight function is expressed as

Wij ¼
Voij
Vi

e
�

r2
ij

2h2
i : (16)

Here, the point feature volume (Voij) is normalized by the volume of
the support zone (Vi). A graphical representation of the VWGI
method is presented in Fig. 4.

To mitigate non-uniformities in the original data at a large scale,
we propose a hi self-adaptive scheme involving the following steps:

1. Defining the variation range b of hi and the sampling interval Dh
2. Determining the optimal hi based on the normalization of the

cumulative weight of neighboring points
3. Incorporating the best hi into the improved weight function to

complete the interpolation.

In this study, b is determined as dp; 6dp
� �

to make sure the
enough support points of each interpolation point and avoid excess
smoothing. Dh is set as 0:5dp.

To acquire continuous fields of particle dynamic features, we
establish a uniform cubic mesh to discretize the cylinder, with a mesh
size of 0:8dp. The VWGI method is employed to compute the corre-
sponding values at each mesh point for each time snapshot. We adopt
a sampling frequency of 400Hz. The critical volume fraction is deter-
mined based on the time-averaged volume fraction of eachmesh point.
Mesh points with lower volume fractions are considered outside the
system boundary. Finally, the continuous field is obtained by time-
averaging the values of the mesh points within the system.

To assess the effectiveness of the VWGI method, we record the
cumulative weight of surrounding particles (Wt) for each mesh point
within both systems over a fully developed period from 14 s to 14.8 s.
The probability density distribution of j1�Wt j is illustrated in Fig. 4.
Notably, j1�Wtj within both systems exhibit values below 0.2,
affirming the VWGI method’s ability to faithfully estimate continuous
fields for both immersed and dry systems.

III. RESULTS AND DISCUSSION
A. Kinematics of discrete particles

1. Temporal variation of particle kinematics

Our focus lies in the particle dynamics of the VIGS after reaching
a fully developed stage. Hence, all statistical analyses in the paper were
performed after 14 s. We initially investigate the temporal variation of
the system kinetic energy (ETK ) for both VDGS and VIGS, as illus-
trated in Fig. 5

ETK ¼
X

EK ; (17)

EK ¼ 1
2
mpkUpk2; (18)

where ETK is the kinetic energy of one particle inside the system and
Up is the particle’s velocity.

FIG. 4. The VWGI method and the normalization of the kernel function. The black
point is interpolation point (Xi ), the red point is the surrounding points (xij ) of Xi , the
blue sphere is the support zone of Xi , the green convex polyhedra is the Voronoi
cell of xij , and Voij represents its volume. The line graph is the probability density
distribution of j1�Wt j, and Wt is the cumulative weight of surrounding particles for
each mesh point within 14–14.8 s. The bin width is 0.01.
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We extract values during four distinct time intervals: the first
group (14.0–14.2 s), the second group (15.0–15.2 s), the third group
(16.0–16.2 s), and the fourth group (17.0–17.2 s), as depicted in
Fig. 5(a). Notably, after both systems reach fully developed, ETK varia-
tions in both exhibit conspicuous periodicity, with a frequency match-
ing the vibrating frequency (50Hz). Then, we analyze the ETK variation
during a vibrating period (T). From 0T to T=8, ETK of both systems
experience an increase followed by a decline during T=8 to T=2.
Subsequently, ETK variation diverges between the VDGS and VIGS. In
the VDGS, ETK continues to decrease until 7T=8, whereas in the VIGS,
ETK shows a slight rise during T=2 to 3T=4 before decreasing. Notably,
the degree of variation of ETK within a cycle is more pronounced in the
VIGS compared to the dry system. While the maximum kinetic energy
in both systems is nearly identical, the corresponding minimum ETK in
the VIGS is significantly lower. This observation underscores the higher

energy dissipation efficiency in the immersed system compared to the
dry system. Furthermore, the dry system displays more pronounced
fluctuation of ETK among different cycles.

We employed the Fourier transform to analyze the signal ampli-
tude of the ETK variation frequency, as presented in Fig. 5(b). Notably,
Fig. 5(b) reveals that ETK of both systems exhibit periodic vibrations
that prominently peak at the forced vibration frequency of 50Hz.
Remarkably, the VIGS displays a higher normalized signal amplitude
compared to the VDGS. To further quantify the fluctuations in ETK
among different cycles, we calculate the time-averaged ETK for each
cycle. The subgraph within Fig. 5(b) illustrates the standard deviation
of these time-averaged ETK values, revealing a more pronounced ETK
fluctuation among different cycles in the dry system. This observation
indicates that the larger standard deviation of ETK in the VIGS is pri-
marily driven by the evident ETK variation during each cycle.

FIG. 5. Temporal variation of ETK . SD refers to the data standard deviation. (a) Temporal variation of ETK after fully developed. The ETK values during four distinct time intervals
(the first group (14.0–14.2 s); the second group (15.0–15.2 s); the third group (16.0–16.2 s); and the fourth group (17.0–17.2 s) are extracted. (b) Normalized amplitude of the
ETK temporal variation frequency. The subgraph shows the time-averaged ETK of each vibrating cycle. (c) Probability density distribution of the time-averaged ETK of each
cycle. The duration for analysis is 200 vibrating cycles. The bin width is 30.
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In Fig. 5(c), we present the probability density distribution of the
time-averaged ETK values for each cycle. This distribution analysis
indicates that both systems exhibit ETK fluctuations among different
cycles that conform to a normal-like distribution. Upon reaching fully
development, the VDGS demonstrates time-averaged ETK=mpa2f 2

values for each cycle fluctuating at a higher level, approximately 1290,
whereas the corresponding value for the VIGS is approximately 710.

The analyses thus far have focused primarily on the temporal var-
iation of system kinetic energy, without delving into the variations in
different kinetic energy grades. The normal-like fluctuation of the
time-averaged ETK for each cycle demonstrates that particle kinetic
energy (EK ) at the same time point during a vibrating cycle can capture
general characteristics of the different time points during a vibrating
cycle, it is crucial to explore temporal variations in different kinetic
energy grades among time point during a vibrating cycle. To address
this, we have counted EK and particle volume fraction (C) at different
time points during a vibrating cycle (specifically, 0T , T=8, T=2, 3T=4,
7T=8) within the time interval of 200 vibrating cycles. The selection of
these time points is based on our previous analysis of ETK . We have
obtained the corresponding probability density distributions, as
depicted in Fig. 6

C ¼ Vp

Vo
; (19)

where Vp is the volume of the particle and Vo is the Voronoi cell vol-
ume of this particle.

Figures 6(a) and 6(b) reveal that, throughout the vibration cycle,
the content of particles with low EK remains stable, while the difference
emerges at the content of particles with high EK . As EK increases, the
variation of the content of particles with correspond EK becomes more
pronounced, with the immersed system exhibiting a greater degree
compared to the dry system. In the VIGS, from 0T to T=8, there is an
increase in the content of particles with high EK , followed by a decrease
over time. By T=2, this content reaches its lowest point, with a slight
increase afterward. Between 3T=4 and 7T=8, there is another decrease
in the content of high EK particles. Conversely, in the VDGS, the con-
tent of particles with high EK continues to decline until 7T=8 after an
initial increase from 0T to T=8, aligning with the pattern of ETK varia-
tions during a vibrating cycle. This suggests that periodic changes in
ETK are primarily driven by fluctuations in the content of particles with
high EK . Figures 6(c) and 6(d) reveal that, in both systems, the content
of particles with high C remains consistent throughout the vibration
cycle, while the content of particles with low C exhibit significant varia-
tions, with the VIGS displaying a higher degree of variation.

Both immersed and dry systems experience notable changes in
the content of particles with high EK and low C during a cycle. This
raises the question of whether these are the same particles and what
their approximate spatial locations might be.

Given that the systems are subjected to vertical vibration, particle
properties may vary with changes in height. Therefore, we introduce
the particle height (Hy) to determine the location of particles with con-
spicuous EK and C temporal variations. Based on the maximum height

FIG. 6. Probability density distribution (PDF) of EK and C at different time points during a vibration cycle. (a) PDF of EK for dry case; (b) PDF of EK for immersed case;
(c) PDF of C for dry case; (d) PDF of C for immersed case. The time periods are selected as 0T , T=8, T=2, 3T=4, 7T=8, respectively. The duration for analysis is 200 vibrating
cycles. The bin widths of EK and C are 0.1 and 0.01, respectively.
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of the system, the VIGS has been segmented into three distinct height
intervals: Hy 2 0; 5dp

� �
, Hy 2 5dp; 10dp

� �
and Hy 2 10dp; 15dp

� �
.

Due to the larger height range in the dry system, an additional interval
Hy 2 15dp; 20dp

� �
is introduced. To provide insights into the system

behavior at different time points during a vibrating cycle, we have
obtained and presented the probability density distributions of both EK
and C within these various height intervals, as illustrated in Fig. 7.

Observations from Figs. 7(a) and 7(b) indicate that when Hy

exceeds 5dp, there is a noticeable absence of temporal changes in both
EK and C across both systems. Conversely, the temporal variations in
EK and C of heights below 5dp closely resemble the patterns observed
in the global space. As Hy increases, EK experiences a decline, with the
rate of decrease diminishing. It can be seen from Figs. 7(c) and 7(d)
that, as Hy increases, C initially increases before subsequently decreas-
ing. Consequently, particles located at the bottom of the system tend
to exhibit higher EK and lower C, and these two features undergo
more pronounced temporal variations compared to particles at higher
elevations, contributing to the periodic fluctuations observed in ETK .

Collisions play a fundamental role in the transfer of kinetic
energy within granular systems, and they offer insights into the tempo-
ral variations observed in EK . We counted particle collisions over 5
vibrating cycles. Figure 8 depicts the collision counts involving parti-
cle–wall interactions (where “wall” refers to the bottom vibrating wall)
and particle–particle interactions (Hy � 5dp and Hy > 5dp) for both
systems. In Fig. 8(a), it is evident that the collision counts between par-
ticles and the wall exhibit periodic variations at the same frequency
(50Hz) and follow a consistent pattern in both systems. These counts
increase to the peak values at T=8 and then gradually decline until

3T=8, after which they remain at zero. This trend indicates that par-
ticles in both systems entirely disengage from the vibrating wall after
the 3T=8. Figure 8(b) illustrates the periodic nature of collision count
variations among particle–particle interactions (Hy � 5dp) in both sys-
tems, which is akin to that of the particle–wall interactions. Beyond a
certain height (Hy > 5dp), the particle collision counts in both systems
exhibit random fluctuations over time, devoid of periodicity.

To sum up, the vibrating wall imparts energy to and dislodges
bottom particles through collisions, which makes these particles
exhibit higher EK and lower C. The periodic motion of the vibrating
wall leads to periodic variations in the kinematical features of these
“heated” particles. Kinetic energy is transmitted through these colli-
sions and gradually dissipates, resulting in a decrease in EK in the verti-
cal direction. Particles situated at intermediate heights act as effective
buffers, causing the temporal variations in EK to deviate from the
influence of the vibrating wall’s periodic motion. Lower particles pos-
sess longer particle free paths due to the looseness of the vibrating wall,
resulting in fewer collisions, while upper particles experience numer-
ous collisions owing to their shorter free paths. However, it’s important
to note that collision counts may not fully encapsulate the energy dissi-
pation process during collisions, as the initial velocity differences
between colliding particles also play a crucial role.

2. Spatial distribution of particle kinematics

As the kinematical features of particles above 5dp remain stable
without periodicity, the long-term statistic of them offers a reliable rep-
resentation of the general particle kinematics within this height range.

FIG. 7. Probability density distribution (PDF) of EK and C in Hy intervals. (a) PDF of EK for dry case; (b) PDF of EK for immersed case; (c) PDF of C for dry case; (d) PDF of
C for immersed case. The time periods are selected as 0T , T=8, T=2, 3T=4, 7T=8, respectively. Hy is separated into three intervals in the VIGS (Hy 2 0; 5dp

� �
,

Hy 2 5dp; 10dp
� �

, Hy 2 10dp; 15dp
� �

). A higher interval (Hy 2 15dp; 20dp
� �

) is added in the VDGS. The distribution line of each Hy interval is drawn at the interval’s upper
boundary. The duration for analysis is 200 vibrating cycles. The bin widths of EK and C are 0.1 and 0.01, respectively.
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We have generated probability density distributions of the kinetic
energy of particles (Hy > 5dp) in three dimensions (ExK , EyK , and
EzK ), presenting in Fig. 9(a). It is evident from Fig. 9(a) that EyK
exceeds both ExK and EzK in both systems, while ExK closely mirrors
EzK . In Sec. IIIA 1, we analyzed the distribution of EK and C along the
Y-direction. In this section, we delve into the spatial distribution of
particle kinematical features in the X- and Z-direction, with the
Y-direction particle information consolidated.

To describe the XZ location of each particle, we employ a polar
coordinate system situated on the corresponding XZ plane, with its
height set equal to Hy . The pole’s Cartesian coordinates for each polar
coordinate system are denoted as O 0; Hy; 0ð Þ. The polar axis origi-
nates from O and extends counterclockwise toward the positive direc-
tion of the X axis. The radial coordinate is designated as Rxz , and the
angular coordinate as h 2 0; 2p½ Þ. ay 2 0; p½ � is defined as the angle
between the particle velocity vector and the Y axis, where ay 2
0; 0:5p½ Þ represents motion toward the positive Y axis. The closer ay is
to the 0 or p, the closer the moving direction is to the vertical. The
denotation of axz 2 0; 2p½ Þ is similar to h, which represents the coun-
terclockwise rotating angle from the positive direction of the X axis to
the projection of the particle velocity vector on the XZ plane, and
axz ¼ 0 indicates that the particle motion is horizontal to the positive
direction of the X axis. The specific description is shown in Fig. 9(b).

The analysis of particle properties, specifically ay , axz , EK , and C, is
conducted using angular and radial coordinates, as depicted in Figs. 10
and 11.

From Figs. 10(a) and 10(b), it is evident that axz closely approxi-
mates h within the immersed system, and the dry system exhibits a

similar trend, albeit with a somewhat lower degree of correlation.
Meanwhile, the probability density distribution of the other particle
features remains relatively constant along h. In both systems, more
particles move upward, while the moving direction of these particles is
closer to vertical in the VIGS.

As depicted in Fig. 11, Rxz is divided into five intervals (Rxz

2 0; 1:4dp
� �

, Rxz 2 1:4dp;2:8dp
� �

, Rxz 2 2:8dp;4:2dp
� �

, Rxz 2 4:2dp;
�

5:6dp�, Rxz 2 5:6dp; 7dp
� �

), and the probability density distribution of
axz in both systems exhibits stability along Rxz . In contrast, the other
three properties exhibit variations with changing Rxz , and this pattern is
consistent across both systems. Specifically, EK is highest near the cylin-
der’s center and then gradually decreases as Rxz increases, with a more
pronounced gradient observed in the immersed system. Conversely, C
exhibits an opposing trend, increasing as Rxz increases, aside from the
boundary region, signifying that lower EK typically corresponds to
higher particle concentration.

The probability density distribution of ay along Rxz also provides
valuable insight into the velocity structure. In both systems, a signifi-
cant percentage of particles near the cylinder’s center move upward,
while those near the sidewall predominantly move downward. This
trend is more pronounced in the VIGS. When combined with the axz
variation along h, it suggests the formation of a velocity spatial struc-
ture of convection in both systems, moving from the cylinder’s center
toward the sidewall. Notably, in the VIGS, this convection exhibits
greater uniformity along h, and velocity fluctuations in the h direction
are considerably weaker compared to the dry system, indicating the
potential to suppress the mixing process.

FIG. 8. Collision counts temporal variation in the dry and immersed systems. The duration for analysis is five vibrating cycles. (a) Temporal variation of the particle–wall collision
counts. (b) Temporal variation of the particle–particle (Hy � 5dp) collision counts. (c) Temporal variation of the particle–particle (Hy > 5dp) collision counts.
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FIG. 9. Direction characteristics of particle kinematics. (a) Probability density distribution of ExK , EyK and EzK in the dry and immersed systems. The duration for analysis is 200
vibrating cycles. Hy > 5dp. The bin width is 0.1. (b) Deposition method for the spatial distribution of the particle kinematics in the X- and Z-direction. The black point represents
a particle.

FIG. 10. Probability density distribution of axz , ay , EK , and C along h for the dry and immersed systems. (a) for the dry case; (b) for the immersed case. The duration for analy-
sis is 200 vibrating cycles. Hy > 5dp.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 35, 123343 (2023); doi: 10.1063/5.0179357 35, 123343-11

Published under an exclusive license by AIP Publishing

 08 April 2024 03:15:08

pubs.aip.org/aip/phf


FIG. 11. Probability density distribution of EK , C, ay , and axz in Rxz intervals. Hy > 5dp. Rxz of the two systems is separated into five intervals: Rxz 2 0; 1:4dp
� �

,
Rxz 2 1:4dp; 2:8dp

� �
, Rxz 2 2:8dp; 4:2dp

� �
, Rxz 2 4:2dp; 5:6dp

� �
, Rxz 2 5:6dp; 7dp

� �
, respectively. The duration for analysis is 200 vibrating cycles. The bin widths are

ay 0.1, axz 0.1, EK 0.1, and C 0.01, respectively.
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B. Continuous analysis of particle dynamics

1. Local heterogeneity of particle distribution

The system space has been discretized into uniform cubes, each
with a size of 2dp. To assess the heterogeneity of particle distribution
within local cells, we obtained the probability density distribution of C
for each cube. Three cubes with the same Hy are selected for analysis,
and the height levels are selected as 3 in the VIGS and 4 in the VDGS,
as illustrated in Fig. 12.

As depicted in Fig. 12(a), the VIGS exhibits a high degree of local
uniformity in particle distribution near the center of the cylinder, with
C showing a normal-like distribution in the central cubes. However,
this uniformity degrades as the increase in Rxz. On the other hand,
Fig. 12(b) illustrates that although the VDGS displays consistent local
heterogeneity in particle distribution across different spatial locations,
C does not strictly adhere to a normal distribution. In both systems, as
shown in Figs. 12(c) and 12(d), particle local heterogeneity is more
concentrated and less pronounced in the dry system. Additionally, the
gradient of C exists along Hy and Rxz in the two systems, indicating
non-uniformity on a larger scale. Consequently, the utilization of the
VWGI method is crucial for obtaining an accurate continuous field
representation of particle dynamical features in both systems.

2. Quantifying description of convection

Velocity, EK , and C fields of both systems have been successfully
obtained by the VWGI, as illustrated in Fig. 13. The statistical duration
is 40 vibrating cycles. These velocity fields reveal the presence of a
velocity spatial structure of convection in both systems. Notably, axz is

nearly identical to h. The spatial distribution of EK and C closely aligns
with the analyses in Sec. III A 2. Specifically, the EK valley corresponds
to the convection center. Large EK regions are associated with convec-
tion, occurring diagonally below the convection center and near the
cylinder’s central axis. The location of the large C regions is also related
to the convection, appearing diagonally up the convection center and
near the sidewall. Furthermore, the convection center is positioned
lower in the VIGS compared to the VDGS.

Quantitative characterization of the convection necessitates deter-
mining the convection center and calculating its strength. While the
velocity field vector plot can provide an approximate convection cen-
ter, it introduces subjectivity. Despite the convection center displaying
low EK , a larger region with a similar EK grade is observed in the upper
part of the VIGS’s central region. The most discernible steering motion
is concentrated at the convection center, which helps us to estimate its
location. Since axz is almost equivalent to h and other properties
remain constant along h, the convection’s longitudinal section at each
h is uniform. Therefore, the XY plane (Z¼ 0) is selected for convection
center determination. Near the convection center, horizontal move-
ment will exhibit a noticeable reversal along the Y axis, while vertical
movement will experience an evident reversal along the X axis.

In Sec. IIIA 2, ay . is defined, where ay 2 0; 0:5p½ Þ represents
upward particle motion and ay 2 0:5p; pð � represents downward
motion. Thus, vertical movement reversal can be sensitively detected
by ay , while horizontal steering can be captured by ax (representing
horizontal particle movement). On the chosen plane, @ay=@X and
@ax=@Y are calculated to locate the convection centers, as depicted in
Fig. 14. It is evident from Fig. 14 that the convection centers of both
systems have been accurately identified using @ay=@X and @ax=@Y .

FIG. 12. Local heterogeneity of particle distribution in the dry and immersed systems. The duration for analysis is 200 vibrating cycles. (a) and (b) Probability density distribu-
tions of C in the sampled cubes for dry and immersed cases, respectively. Three cubes at the same Hy are sampled (Rxz ¼ 0, Rxz ¼ 2dp, Rxz ¼ 5dp), and the sampled
heights are Hy ¼ 6dp, Hy ¼ 8dp, Hy ¼ 10dp, Hy ¼ 12dp in the VDGS and Hy ¼ 6dp, Hy ¼ 8dp, Hy ¼ 10dp in the VIGS, respectively. The bin width is 0.01. (c) and (d)
Probability density distribution of the standard deviation of C in each cube for dry and immersed cases, respectively. The bin width is 0.01.
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Despite a larger capturing range for the convective center in the
VDGS, the central region aligns with the judgment from the velocity
vector plot. The convection centers are located at about Hy ¼ 7dp,
Rxz ¼ 3:8dp in the VIGS and Hy ¼ 11:5dp, Rxz ¼ 5dp in the VDGS,
respectively.

The angular velocity A of the convection is introduced to reflect
the convection strength, as expressed in the following equation:74

A ¼

XN
i¼1

kU ik sin ai
kkik
N

; (20)

where N is the point number consisted in the convection roll, kU ik is
the velocity magnitude of the ith point, kkik is the modulus of the vec-
tor from the convective center to the ith point, and sin ai represents
the counterclockwise rotation angle from ki to U i. The specific
description is shown in Fig. 14(b).

Based on the definition of sin ai, A < 0 represents a clockwise
rotation convection, A > 0 represents a counterclockwise rotation.
There is a positive correlation between jAj and the convection
strength. It can be seen from Fig. 14 that, in the two systems, the angu-
lar velocity magnitude of the right convection (jArj) is almost the same
as the jAlj, which indeed demonstrates that the convection features are
uniform along h. Convection strength is stronger in the VIGS com-
pared to the VDGS, which is mainly because of that the velocity

directionality of the discrete particles within the VDGS is worse, result-
ing in smaller kU ik after continuous treatment. As we all know, the
convection strength reflects the macroscopic fluidity, thereby the
kinetic energy of discrete particles is not positively correlated with their
macroscopic fluidity. The gas-like particle motion found in the dry sys-
tem may also have a convective velocity structure, while its macro-
scopic fluidity may not be stronger than the immersed system
(particles moving like fluid). As for VDGs, with the increase in the
kinetic energy of discrete particles, the jAj peak may be found, which
will be further studied in our future work.

The convection in VDGSs has already been investigated using
natural convection theory.25,30 In our study, the convection in the
VIGS is also similar to natural convection, which prompts the inquiry
as to whether, under suitable conditions, it is conceivable to discern
natural convection exhibiting velocity structure akin to the convection
in both immersed and dry particle systems.

3. Analog of the convection in VGSs to natural
convection

At the microscopic level, molecules and atoms in fluid are in con-
stant motion, exhibiting rapid vibrational, rotational, and collisional
movements. These microscopic thermal motions determine the mac-
roscopic properties of the fluid, including its temperature. Enhanced
thermal motion of the microscopic particles corresponds to an increase

FIG. 13. Time-averaged continuous field of EK , C and the velocity vectors obtained by the VWGI method. (a) for EK and (b) for C, respectively. The duration for analysis is 40
vibrating cycles. XY plane (Z ¼ 0; Y > 5dp) and YZ plane (X ¼ 0; Y > 5dp) are shown.
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in the fluid’s temperature. As for the vibration-driven particle systems
studied in this paper, particles in close proximity to the vibrating wall
exhibit more pronounced motion, analogous to the enhanced thermal
motion of microscopic particles within the fluid, as if the macroscopic
particles are “heated” by the vibrating wall. Heating the bottom wall of
a closed cylindrical container filled with fluid results in the formation
of natural convection. Considering the “heating” effect experienced by
macroscopic particles due to the vibrating wall, it is reasonable to
anticipate a notable resemblance in the velocity spatial structure of par-
ticle convection to that of natural convection.

In the same cylindrical container as two particle systems, natural
convections with similar velocity structures to the particle convection
have been observed. This investigation is performed by CFD simula-
tion, employing the Boussinesq approximation to account for fluid
density variations with temperature.75 Natural convections corre-
sponding to the VDGS and VIGS are computed with Rayleigh num-
bers (Ra) are 2.9� 104 and 4.8� 103, respectively. The specific
simulation settings are outlined in Table II.

The velocity vector and convection center of the natural convec-
tions are shown in Fig. 15.

FIG. 14. Convection center and angular velocity for the dry and immersed systems. (a) is the dry case and (b) is the immersed case. Velocity field data on the XY plane
(Z ¼ 0; Y > 5dp) are utilized in the calculations. The duration for analysis is 40 vibrating cycles.
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As depicted in Fig. 15, the corresponding natural convections
have similar velocity spatial structures compared to that of both parti-
cle systems. As for the natural convection corresponding to the VDGS,
the height of its convection center is about 9:5dp from the bottom
heated wall. In the particle systems, the averaging height of the vibrat-
ing wall is 2dp, and thus, the relative height of the convection center
from the vibrating wall in the VDGS is 9:5dp, which matches that of
the corresponding natural convection. The radial locations of the con-
vection centers of the VDGS and corresponding natural convection
are Rxz ¼ 5dp and Rxz ¼ 4dp, respectively. The convection centers of
the VIGS and corresponding natural convection are located at about
H�

y ¼ 5dp, Rxz ¼ 3:8dp and H�
y ¼ 5dp, Rxz ¼ 4dp, respectively. H�

y
represents the relative height from the vibrating/heating wall.

In conclusion, under certain vibration condition, macroscopic
particles can exhibit motion like natural convection. Although the
detailed formula is not clear yet, this observation suggests a profound
intrinsic connection between particle convection and natural convec-
tion, thereby opening up novel avenues for the development of particle
convection theories and providing robust support for such endeavors.

4. Momentum transfer and diffusion

Quantifying momentum transfer and diffusion within particle
systems is of paramount importance in understanding natural phe-
nomena and chemical processes. The momentum transfer pc and
momentum diffusion pd per unit volume (1 m3) in the two systems
can be calculated as follows:

pic ¼

�����
XK
j¼1

U i
jC

i
jqp

�����
K

; (21)

pc ¼

XN
i¼1

pic

N
; (22)

pid ¼

XK
j¼1

�����U i
jC

i
jqp �

XK
k¼1

U i
kC

i
kqp

K

�����
K

; (23)

pd ¼

XN
i¼1

pid

N
; (24)

where K is the number of the time snapshot and pic and pid represent
the momentum transfer and diffusion of the ith point.

pc and pd in the three dimensions and pic and pid in the
Y-direction (piyc and p

i
yd) are shown in Fig. 16.

As depicted in Fig. 16(a), it is evident that the other two dimen-
sions’ pc in both systems are notably lower compared to the
Y-direction. This discrepancy can be attributed to the higher velocity
magnitudes in the Y-direction resulting from vertical vibration. In par-
ticular, the Y-direction momentum transfer pc in the immersed system
surpasses that in the dry system. The piyc peak primarily concentrates
on the two sides of the convection center, with the side nearer to the
cylinder center exhibiting a higher value. Notably, a larger piyc peak is

TABLE II. Parameters setting of the simulation of natural convection.

Parameters

Natural
convection

(Ra¼ 2.9� 104)

Natural
convection

(Ra¼ 4.8� 103)

Thermal expansion
coefficient (K�1)

3.1� 10�4 2.1� 10�4

Dynamic viscosity (N s/m2) 5 20
Density (kg/m3) 995.3
Temperature of upper wall (K) 303.15
Temperature of bottom wall (K) 305.15
Temperature of sidewall (K) 303.15
Thermal diffusivity (m2/s) 1.43� 10�7

FIG. 15. Velocity vector and convection center of the natural convections when Rayleigh numbers are 2.9� 104 and 4.8� 103, respectively. Velocity field data on the XY plane
(Z¼ 0) are utilized in the calculations.
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observed in the VIGS, suggesting a positive correlation between con-
vection strength and momentum transfer. This enhancement in con-
vective motion facilitates the exchange of energy between “hot” and
“cold” particles. Figure 16(b) reveals that pd in the Y-direction also
exceeds that in the other dimensions for both immersed and dry sys-
tems. However, pd in the Y-direction is lower in the immersed system
compared to the dry system. Furthermore, piyd exhibits a distinct spa-
tial distribution compared to piyc, forming a relatively pronounced neg-
ative gradient along the Y-direction, with a more apparent gradient
observed in the VIGS.

C. Fluid effects on the particle movement

The field of the power of the fluid force acted on particles is also
obtained by the VWGI method, and the power of the total fluid force
(Powert), fluid drag force (Powerd), and fluid buoyancy (Powerb) are
shown as the nephograms in Fig. 17(a). The probability density distri-
bution of the discrete power of the fluid force is shown as the midpoint
connections in Fig. 17(a).

The observations from Fig. 17(a) reveal that in the immersed
system, the fluid force experienced by the particles is primarily domi-
nated by the drag force, with the distribution of Powerd closely mir-
roring that of Powert . Specifically, as one moves closer to the bottom,

the magnitude of Powert and Powerd increases. The fluid force in the
central region mainly performs negative work. Due to the presence
of buoyancy and the upward particle velocity in the bottom central
region, the negative region of Powert is slightly smaller than that of
Powerd . The negative Powerd illustrates that the fluid has a smaller
or contrary velocity compared to the particles. With the height rising,
Powert declines gradually, demonstrating that the negative work of
the fluid slows down the upward particles, and the velocity of these
particles gradually approaches the fluid. However, the positive
Powerd appears at a higher central region, illustrating that the
upward fluid velocity exceeds the particle velocity. The small Powerd
in this region also indicates that the velocity difference between the
fluid and particles is not evident. Due to the existence of the buoy-
ancy, the positive region of Powert is slightly larger than that of
Powerd .

At the same height near the sidewall, Powert , Powerd , and Powerb
are all negative. The downward motion of the particles in this region
indicates that the fluid moves downward with a lower velocity com-
pared to the particles or moves upward with a small velocity. With the
height reduction, the particles’ downward velocity gradually increases,
Powerd is transformed from negative to positive, and then the positive
value keeps increasing, which illustrates that the fluid’s downward

FIG. 16. piyc and p
i
yd fields for the dry and immersed systems. (a) for momentum transfer pc and (b) for momentum diffusion pd . Field data of the velocity and C on the XY plane

(Z ¼ 0; Y > 5dp) is utilized in the calculation. The duration for analysis is 40 vibrating cycles.
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velocity also increases in this process, and the rising gradient is bigger
than that of particles.

It can be seen from the midpoint connections in Fig. 17(a) that in
the region above 5dp, the probability ratios of the positive and negative
Powert are basically consistent, which matches the continuous power
field. However, under 5dp, a large number of particles are subjected to
the negative fluid work, and Powert magnitude is apparently larger than
that above 5dp. Under 5dp, the content of the negative Powerd is larger
than the positive power, and the distribution of Powerd and Powert
demonstrates that the drag force also performs the primary function in

this region. The content of the negative Powerb is also larger than the
positive power, which illustrates that a large number of particles move
downward under 5dp. However, the positive Powerb magnitude is obvi-
ously higher than that of the negative Powerb. Therefore, the particles
under 5dp can be separated into two parts: most particles move down-
ward with low velocity magnitude and prepare to be “heated” by the
vibration particle wall, and other small portion of particles have been
“heated” and move upward with high velocity magnitude.

The fluid streamlines in Fig. 17(b) demonstrate that a velocity
spatial structure of convection is also formed in the fluid. At the upper

FIG. 17. Discussion of the fluid effects on the particle movement. (a) Continuous field and probability density distribution of the power of the fluid force on particles. The XY
plane (Z ¼ 0; Y > 5dp) is shown. The duration for analysis is 40 vibrating cycles. The bin width is 0.01. (b) Fluid velocity streamlines and particle velocity magnitude at 14 s.
(c) Y-direction velocity on the characteristic lines at 14 s. The characteristic lines are located at the XY plane (Z¼ 0), and their heights are 4dp, 6dp, and 10dp, respectively. Cf
is denoted as the volume fraction of fluid, and Cf < 0:3 means the particles phase.
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region, the lower power of the fluid force is caused by the basically con-
sistent velocity of the fluid and particles. Three characteristic lines are
selected on the XY plane (Z¼ 0), and the comprehensive velocity of
the fluid and particles are recorded, as shown in Fig. 17(c). The fluid
volume fraction Cf represents the fluid volume fraction, and Cf < 0:3
means the particles phase. It can be seen from Fig. 17(c) that the con-
vection structure of the fluid is not found under 5dp. In contrast, it is
obvious upper 5dp, and the feature is similar to the particle convection
in that the velocity is upward at the center and downward near the
sidewall. Furthermore, the velocity difference between the fluid and
particles decreases as the height increases, and the difference at 4dp is
significantly greater than the higher characteristic lines.

In conclusion, in the lower region, the presence of the fluid not
only hinders the energy acquisition of the downward moving particles
but also enhances the energy dissipation of the particles after being
“heated,” which might be the main reason for the VIGS stabilizing at a
lower ETK and showing a higher kinetic energy dissipation efficiency
However, in the upper region, the convection formation of the fluid, to
some extent, is beneficial for the particle convection directionality.

IV. CONCLUSIVE REMARKS

The resolved CFD-DEM is introduced to simulate particle
dynamics in the vibration-driven immersed granular system (VIGS)
that is set in a hermetic cylinder container with a vertically vibrating
wall at the bottom. The Voronoi-weighted Gaussian interpolation
(VWGI) method is applied to convert the discrete particle information
into a continuous field. The temporal variation and spatial distribution
of the kinematics of discrete particles are analyzed; the continuous
analyses of particle dynamics (convection and momentum transfer)
are performed. The conclusive remarks are listed as follows:

1. The VWGI method enables the faithful estimation of the contin-
uous field for both immersed and dry systems, especially for
those with large-scale non-uniformity and the heterogeneity par-
ticle distribution in local cells.

2. The periodic variation of the system kinetic energy (ETK ) peaks
at the forced frequency (50Hz), and the collision between the
vibrating wall and the lower particles (Hy < 5dp) dominates this
process. However, the immersed system distinguishes itself from
the dry situation as it needs a shorter time to reach the equilib-
rium and then stabilizes at a lower ETK . The VIGS shows a higher
kinetic energy dissipation efficiency.

3. A velocity spatial structure of convection, moving from the cylin-
der center to the sidewall, is observed in both immersed and dry
systems away from the bottom. And the kinetic energy (EK ) and
particle volume fraction (C) patterns for both systems are also
similar. Compared with the dry system, the VIGS has larger EK
and C variation gradients along the vertical and radial directions.
It is worth noting that the convection in the VIGS possesses a
stronger uniformity along the radial angle (h), and the velocity
fluctuation in the h direction is significantly weaker than in the
dry system, providing a potential approach to restrain the mixing
process.

4. In both immersed and dry systems, the Y-direction is the main
direction for the momentum transfer pc and momentum diffu-
sion pd . The momentum transfer peak is located at the two sides
of the convection center. Compared with the dry system, a stron-
ger convection is formed in the VIGS, and the convection center

is located at a lower height. The VIGS has larger pc and smaller
pd in the Y-direction, demonstrating the convection strength has
a positive correlation to the momentum transfer.

5. The particles in both immersed and dry systems have similar
velocity spatial structures compared to the natural convections
when Rayleigh numbers are 2.9� 104 and 4.8� 103, respectively,
which suggests a profound intrinsic connection between particle
convection and natural convection.

6. On the one hand, the presence of the fluid hinders the energy
acquisition of the downward moving particles and enhances the
energy loss of the particles after being “heated,” which might be
the main reason for the immersed system stabilizing at a lower
ETK and showing a higher kinetic energy dissipation efficiency
compared to the dry system. On the other hand, the convection
formation of the fluid benefits the particle convection
directionality.
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