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ABSTRACT

We studied ion evaporation from a planar interface between the room-temperature ionic liquid (RTIL) and vacuum under external electric
fields by using molecular dynamics (MD) simulations. We calculated the ion evaporation rate (je) as a function of the electric field normal to
the RTIL surface (En), and results under Langevin, dissipative particle dynamics (DPD), and Berendsen thermostats were compared. It was
found that DPD thermostat is more suitable for simulating the ion evaporation phenomenon. We also compared results under different
methods for applying the electric field (constant potential, constant charge, and constant field methods) and found that je-En curves from the
three methods agree with each other. Temporal evolution of electric fields in vacuum was further analyzed, and variations of electric fields
over time were traced to the induced electric field between the evaporated ion and RTIL film. This work could guide the selection of proper
methods for MD simulations of electrospray in the pure ion regime and lays the foundation to study more complex electrospray phenomena
using MD simulations.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0176346

I. INTRODUCTION

The deformation and breakup of fluids in electric fields have been
subjected to research for a long time.1,2 More than four centuries ago,
the cone formation on water drops through electrostatic attraction was
observed and documented by Gilbert.3 In 1882, Lord Rayleigh pub-
lished a seminal work on the critical condition for the breakup of a
charged droplet.4 Now known as the Rayleigh limit, the maximal
amount of charge a spherical droplet could carry is qR ¼ 8pð�cR3Þ1=2,
where � is the permittivity of the surrounding medium, c is the surface
tension of the liquid, and R is the droplet radius. In the 1910s, Zenely
performed pioneering experiments on the behavior of droplets at the
end of a capillary in electric fields and made the first documented
visual observation of electrospray.5,6 Later in 1964, Taylor made signif-
icant contributions to the understanding of liquid surface instability in
electric fields: he showed theoretically that a conical interface between
two fluids can exist in equilibrium, which is called the Taylor cone, but
only when the cone has a semi-vertical angle 49.3�.7

The magnitude of the electric field is important in determining
the operating mode of electrospray, such as dripping and cone-jet.8–13

When the maximal electric field on the liquid surface reaches values
of the order of 1V/nm, ions start to escape from the liquid into
the vacuum or gas, which is known as the phenomenon of ion

evaporation.14,15 When only ions are produced from the Taylor cone,
the electrospray is in a pure ion regime.16 Early attention on ion evapo-
ration from liquids is due to its applications in areas such as atmo-
spheric environment and electrospray of liquid metals.17,18 As a
normal atmospheric process, electrified droplets in clouds release ions
into the atmosphere through ion evaporation, with important conse-
quences for climate and precipitation.19 Electrospray of liquid metals
operating in the pure ion regime is a liquid metal ion source, which
can produce focused ion beams with applications in the semiconductor
industry.20 Ion evaporation was first observed by Chapman in the
1930s, when he studied the carrier mobility spectra of liquids electrified
by bubbling and spraying extensively using experiments.21–23 In the
1970s, Iribarne and Thomson made new measurements on the mobil-
ity spectra with a different arrangement and higher resolution and also
investigated evaporated ions using a mass spectrometer system.14,17 In
addition to experiments, they developed a theory to explain the mecha-
nism of ion evaporation. In the theoretical model, ion evaporation is
treated as a kinetic process, and ions must overcome an energy barrier
above the liquid surface in order to evaporate from a charged droplet.
They estimated the Gibbs’ free energy of solvation of cluster ions;
based on this estimate, the energy barrier was discussed, by treating
the kinetic process as a first-order reaction and using the absolute
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reaction rate theory.14 Later in the 1990s, Loscertales and de la Mora
performed experiments on kinetics of field evaporation of ions from
droplets, confirming that small ions in electrospray ionization are pro-
duced by field-emission; they also found that ionization rates agree
well with the results from the polarization potential model of Iribarne
and Thomson, in which attraction between the evaporating ion and
liquid surface is due to polarization of the dielectric liquid by the ion.15

Ion evaporation from liquid metals was widely studied since its
discovery in the 1960s.24 Research and development on liquid metal
ion source have led to successful industrial applications such as focused
ion beam technologies.25 However, less attention was paid to electro-
spray of volatile nonmetallic liquids in the pure ion regime, due to the
difficulty to achieve and control such operation.26,27 In 2003, the para-
digm begins to shift when electrospray of room-temperature ionic
liquids (RTILs) was found to attain the pure ion regime and be used as
ionic liquid ion sources.26 RTILs are a class of electrolytes that are
made entirely of ions but remain in a liquid state at room tempera-
ture.28 They exhibit unique physicochemical properties such as low
vapor pressure, high thermal stability, and wide electrochemical win-
dow.29,30 Numerous types of RTILs can be synthesized, offering vast
combinations of cations and anions. Due to these remarkable proper-
ties, an ionic liquid ion source can produce ion beams with diverse and
tailorable ion species, excellent brightness, and wide range of mass/
charge ratios, making it potential solution to long-standing challenges
in fields such as space propulsion and focused ion beam
applications.31–33

In the last two decades, experiments have been performed to
study ion evaporation from RTILs. Lozano and Martinez-Sanchez suc-
cessfully achieved ion emission from ionic liquid ion sources without
electrochemical reactions, by alternating the voltage of power supply
such that the potential difference across the electrical double layer
(EDL) at liquid–metal interface is below the electrochemical window.34

Ku and de la Mora used high resolution differential mobility analysis
to study clusters formed in positive electrosprays of several RTILs
AþB� dissolved in acetonitrile; the ionization mechanism for the for-
mation of small clusters (Aþ)(AB)n, with n values typically from 0 to 3
and peaking at about n¼ 1, is attributed to ion evaporation.35 Chiu
et al. performed mass spectrometric analysis of colloid thruster ion
emission from 1-ethyl-3-methylimidazolium tetrafluoroborate
([EMIM][BF4]), and identified X([EMIM][BF4])n (n¼ 0, 1, 2) ions,
where X¼EMIMþ or BF�4 .

36 In another study, Chiu et al. analyzed
positive and negative vacuum electrospray currents from EMIM-bis
(trifluoro-methylsulfonyl)imide ([EMIM][Im]) wetted on a sharp
tungsten needle and observed pure ion emission at emission angles
larger than �15�; their results demonstrated that ions are produced in
an Iribarne–Thomson field-evaporation mechanism at the transition
region between the Taylor cone and jet.37 In the study by Guerrero
et al., by using time-of-flight mass spectrometry, ion emissions from
different propylene carbonate solutions mixed with either of [EMIM]
[BF4] or [EMIM][Im] were analyzed; measured ion currents were
compared to predictions from ion evaporation theory, and an anoma-
lously low activation energy was found, which could be due to the pure
cone-jet electric field in the scaling laws used for the pure cone-jet
regime.38 Hogan and de la Mora conducted tandem ion mobility-mass
spectrometry study of ion evaporation from ionic liquid-acetonitrile
nanodrops, showing that the charge lossmechanism is ion evaporation.39

To eliminate droplet emission, Perez-Martinez and Lozano introduced

porous carbon based on resorcinol-formaldehyde xerogels as an
emitter substrate and demonstrated that it can be shaped to required
micrometer-sized geometries and has appropriate transport properties to
favor pure ion emission fromRTILs.40

Apart from experiments, theoretical and numerical methods
were also used to provide details and insight on the phenomenon of
ion evaporation from RTIL surfaces. Based on order-of-magnitude
analysis, Higuera developed a qualitative model of ion evaporation in
the meniscus of an ionic liquid ion source operating in the pure ion
regime: the model predicted that the ion evaporation current is limited
by the finite conductivity of the RTIL rather than by the space charge
around its surface; the current/applied field characteristic shows a
region of very weak ion evaporation when the applied field is below a
certain starting value, and a conduction-controlled region for higher
values of the applied field.41 Coffman et al. treated the RTIL as a leaky
dielectric liquid and numerically solved electrohydrodynamic equa-
tions; they found that the feeding flow may be important in ion evapo-
ration characteristics, and in contrast to the widespread notion, the
cone’s semi-vertical angle in the pure ion regime is not the ubiquitous
49.3�.42 In a subsequent work, Coffman et al. developed a detailed elec-
trohydrodynamic model to simulate the behavior of a stationary RTIL
meniscus undergoing ion evaporation; they found that the meniscus is
Stokesian and hydrostatic and governed by conduction, and the
applied electric field affects both the emission current and the shape of
the meniscus.43 Later on, Gallud and Lozano included field-enhanced
thermionic emission in the electrohydrodynamic model to simulate
RTIL menisci during ion evaporation; static stability of numerical solu-
tions was studied when the external field, hydraulic impedance, menis-
cus dimension, and liquid temperature are varied.44 Recently, Misra
and Gamero-Casta~no developed a continuum phase field electrohy-
drodynamic model to study the interplay between Coulomb explosions
and ion emission for charged RTIL nanodroplets; they found that
when the droplet diameter is less (larger) than 45nm, ion emission can
(cannot) suppress Coulomb explosion.45

Being able to describe the discrete nature of the ion and capture
ion evaporation with sufficiently high spatiotemporal resolution,
molecular dynamics (MD) simulations have been utilized to study
nanoscale breakup and deformation of RTILs in electric fields. Daily
studied dynamics of small droplets of [EMIM][BF4] in large external
electric fields using MD simulations, and results indicated that the
Taylor expression using macroscopic surface tensions for the critical
electric field strength is order-of-magnitude-correct.46 Prince et al. per-
formed MD simulations of small clusters and nanodroplets of
[EMIM][Tf2N] in external electric fields and found that critical electric
field for ion emission is 0.985V/nm, which agrees with the experimen-
tal value of 1.0V/nm; they also found excellent agreement between
simulations and experiments in the composition of ion emission for a
neutral 125-ion-pair droplet at an electric field strength of 1.2V/nm.47

Borner et al. carried out a series of MD simulations on the capillary
electrospray of RTILs, finding that one of the coarse-grained model
can predict the formation of the Taylor cone, the cone-jet, and other
extrusion modes; the influence of electrical boundary conditions on
the operating mode and ion emission sites was also investigated.48–50

Mehta and Levin compared MD electrospray simulations of two
RTILs, ethylammonium nitrate (EAN) and ethanolammonium nitrate
(EOAN), and found that combination of higher energy storage and
stronger hydrogen bonds in the N-C1-CM covalent angle in EAN
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results in a stronger resistance of ion emission from the bulk compared
to EOAN.51 They also compared simulations of [EMIM][BF4] and
EAN, and the results suggested that [EMIM][BF4]-based colloid
thrusters tend to operate in ion mode while EAN-based devices tend
to operate in the droplet mode.52 In a following work, they compared
the influence of different electrostatic solvers on MD electrospray sim-
ulations, showing that the direct Coulomb method with a sufficiently
large cutoff radius is most accurate, but it is computationally expensive;
it was also observed that domain periodicity greatly affects the accu-
racy of capillary electrospray simulations.53 More recently, they devel-
oped an octree-based electrostatic solver to model the electrospray of
RTILs in MD simulations and observed that the octree-based method
produces different results on ion emission compared to that obtained
by the direct Coulomb method.54

Electrospray of RTILs was also studied by using multiscale mod-
els. Nuwal et al. combined MD and particle-in-cell (PIC) simulations
to study fragmentation in an electrospray plume: a dimer fragmenta-
tion model was developed from MD simulations of [EMIM][BF4], and
the model was then implemented in the PIC simulations.55 Asher et al.
combined an MD model, a particle-particle model, and a PIC model
to study electrospray of [EMIM][BF4] from porous emitter tips; their
results showed that the activation of multiple emission sites causes a
noticeable increase in the beam’s spread, leading to increased inter-
cepted current.56 Petro et al. simulated a single-emitter electrospray
plume of [EMIM][BF4] in a positive pure ion mode by combining elec-
trohydrodynamic fluids and n-body particle modeling, in which MD
simulations and experimental data were used to develop an ion frag-
mentation model for capturing metastable nature of ion clusters.57

In this study, we focus on MD simulations of ion evaporation
from the RTIL surface. In a prior work,58 we have analyzed electric-
field-driven ion evaporation from the free surface of a planar RTIL
film: the relationship between ion evaporation current density (je) and
electric field normal to the RTIL surface (En) calculated from MD sim-
ulations was found to agree with the ion evaporation theory of
Iribarne and Thomson; the formation of monomers and dimers was
traced to the metastable states of evaporating ions near the
RTIL–vacuum interface. Despite aforementioned progress, there are
still issues to be addressed in MD simulations of ion evaporation from
the RTIL–vacuum interface in electric fields. For MD simulations in
an NVT ensemble, thermostats that control the liquid temperature
may have significant influence on the transport phenomena.59 How
different thermostat strategies and temperatures affect the phenome-
non of ion evaporation remains to be answered. To drive ion evapora-
tion, an electrical potential difference along the direction of ion
evaporation and the resulting En need to be applied in the simulation
system. There are different methods to generate the potential differ-
ence and the electric field normal to the liquid surface, and how these
methods affect the ion evaporation process needs to be explored.
Furthermore, in the process of ion evaporation, the time interval
between two adjacent ion evaporation events may vary. How ion evap-
oration evolves as a function of time and how evaporating ions in turn
affect the electric field need further investigations.

The remainder of this work is organized as follows: Sec. II dis-
cusses details of the MD simulation system, thermostat algorithms,
and methods for applying the electric field. In Sec. III, we present and
compare relationships between ion evaporation current density (je)
and En obtained by using different thermostats, temperatures, and

strategies for applying the electric field. Temporal evolution of En will
also be analyzed to provide more details of the ion evaporation phe-
nomenon. In the end, we conclude with key take-home messages.

II. METHOD

We perform MD simulations to study electric-field-induced ion
evaporation from the RTIL–vacuum interface by using the ESPResSo
package.60 Figure 1 shows the MD simulation system, which contains
two planar electrodes (yellow) and a planar RTIL film (blue) with a
thickness of �7nm placed on the bottom electrode. The thickness of
the RTIL film is large enough to ensure that EDLs near the bottom
electrode does not affect ion evaporation.58 The coordinate system and
the origin are shown in Fig. 1, and the simulation box (dashed lines)
measures 7� 7� 50 nm3ðx � y � zÞ. There is a 5 nm gap between
the top electrode and the top of the simulation box in the z-direction
due to the requirement of the electrostatic layer correction method,
which is used for computing electrostatic interaction in the simulation
system.61–63 Different from the three-dimensional Ewald method with
a correction term for the slab geometry that requires the gap size to be
at least with a length of Lx or Ly (Lx and Ly are lateral dimensions of
the simulation box),64 there is no special requirement on the gap size
in the electrostatic layer correction method except that it is larger than
zero.61 In this work, the gap size is 0.1 times the height of the simula-
tion box, which gives reasonable accuracy according to Fig. 4(b) in
Ref. 61. Periodic boundary conditions (PBC) are applied in x- and
y-directions. In this work, 1-butyl-3-methylimidazolium hexafluoro-
phosphate ([BMIM][PF6]), one of the most commonly used RTILs, is
considered. A four-site coarse-grained model is used to simulate
[BMIM][PF6]. This model is computationally efficient compared to
all-atom models, while it can still capture key dynamic properties of
the RTIL.58 Detailed force-field parameters of the coarse-grained
model can be found in Ref. 65. In our MD simulations, the time step is
0.002 ps, and the equation of motion is integrated using the velocity
Verlet algorithm.60

To drive ion evaporation, an external electric field normal to the
liquid surface should be applied in the simulation system. Here, three
strategies for generating the field are considered: constant potential,
constant charge, and constant field methods. In the constant potential

FIG. 1. Schematic of the simulation system. E denotes the external electric field.
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method, the electrical potential (/) on each electrode is maintained at
a constant value.66 The electrostatic layer correction with image
charges method, which accounts for 2D electrostatics and charge
induction by evaluating the image charges every time step, is used to
realize that the electrodes are in the constant potential state.67 In our
cases, / on the bottom electrode is 0V, and / on the top electrode is
V0. As the electrodes and RTIL film are planar and the simulation box
is periodic in x- and y-directions, we consider the system as quasi-one-
dimensional and focus on the electrical potential along the z-direction.
Using boundary conditions for / at two electrodes to solve Poisson’s
equation,68 we obtain the electrical potential at any z-position between
electrodes as

/ðzÞ ¼ � 1
�0

ðz
0
ðz � uÞqeðuÞdu� z

ðL
0

1� u
L

� �
qeðuÞdu

" #
þ z
L
V0;

(1)

where L¼ 45nm is the distance between electrodes along the
z-direction, �0 is the vacuum permittivity, and qe is the ionic space
charge density. In the constant charge method, charges are uniformly
distributed on every wall atom to generate desired surface charge den-
sities (s) on the electrodes. In the positive mode, the lower (upper) elec-
trode is positively (negatively) charged; in the negative mode, the lower
(upper) electrode is negatively (positively) charged. Using surface
charge densities as boundary conditions to solve the Poisson equa-
tion,68 the electrical potential at any z-position can be calculated as

/ðzÞ ¼ � 1
�0

ðz
0
ðz � uÞqeðuÞdu� sz

� �
: (2)

In the constant field method, a constant external electric field (Eext) is
applied to every charged atom in the simulation system. By using Eq.
(2) with zero wall charge density and superpositioning the potential
caused by Eext, we obtain /ðzÞ as

/ðzÞ ¼ � 1
�0

ðz
0
ðz � uÞqeðuÞduþ Eextz: (3)

The distribution of electric field along the z-direction can then be
determined by differentiating the electrical potential with respect to z.
In the negative/positive mode, the electrical potential difference
between two electrodes ranges from 640 to 6110V for constant
potential simulations; the external electric field ranges from þ1.11/
�1.56 to 62.89V/nm for constant field simulations; the wall surface
charge density ranges from 60.014 to 60.026C/m2 for constant
charge simulations.

In this study, we compare the results from MD simulations using
three different thermostat strategies: Langevin thermostat, dissipative
particle dynamics (DPD) thermostat, and Berendsen thermostat. The
Langevin thermostat starts from the classical Langevin equation

dpi ¼ f idt � cpidt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cmkBT

p
dwi; (4)

where pi is the momentum of the ith particle, f i ¼
P

jð6¼iÞ f ij þ f ext
contains deterministic forces exerted on the ith particle due to parti-
cle–particle interactions and external fields, and t is the time.69 The
second term on the right-hand-side of Eq. (4) is contributed by the
frictional force and c is the damping constant; the last term is the con-
tribution from random forces, and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cmkBT

p
is related to the

damping constant through the fluctuation-dissipation theorem, where
m is the particle’s mass, kB is the Boltzmann constant, and T is the
temperature.59 In the last term, wi ¼

ffiffiffiffiffi
dt

p
Gi, and each component of

Gi; Gia is an independent Gaussian random variable satisfying

hGiai ¼ 0; hGiaGjbi ¼ dijdab; (5)

where h…i is the ensemble average, i and j denote the ith and jth par-
ticles, a and b are spatial coordinates, and dij is the Kronecker delta
function.69 From a physical perspective, the frictional forces cool the
system while the random forces (thermal forces) heat the system.

DPD was originally developed as a method for simulating hydro-
dynamic interactions in fluids at mesoscale.70 It was later extended to
be used as a thermostat method in MD simulations, where frictional
and random forces acting on each particle are related to its neighbor-
ing particles.71 The equation of motion for particles under the DPD
thermostat is

dpi ¼ f idt þ ndt
X
jð6¼iÞ

V ij þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2cmkBT

p X
jð6¼iÞ

dW ij; (6)

where n ¼ mc is the friction coefficient, V ij is related to the relative
velocity between ith and jth particles, and dW ij contributes to the ran-
dom forces. V ij and dW ij can be expressed as

V ij ¼ uDðrijÞðvij � r̂ ijÞr̂ ij; dW ij ¼ uRðrijÞdwij r̂ ij; (7)

where rij ¼ ri � rj is the position vector between the ith and jth par-
ticles, r̂ ij ¼ rij=jrijj is the unit vector, and vij ¼ vi � vj is the relative
velocity. dwij ¼ dwji are independent Wiener processes, and uDðrijÞ
and uRðrijÞ are weight functions71

uDðrijÞ ¼ uRðrijÞ ¼ 1; rij < rc
0; rij � rc

;

�
(8)

where rij ¼ jrijj and rc ¼ ri þ rj is the cutoff radius. ri and rj are van
der Waals radii for ith and jth atoms in Lennard-Jones parameters of
the coarse-grained force field for [BMIM][PF6].

65 Compared with the
Langevin thermostat, DPD thermostat conserves local and linear
momentum of the system and satisfies Galilean invariant, whichmakes
it more suitable for studying transport phenomena in MD
simulations.59,72

In Berendsen thermostat, the temperature is controlled by scaling
the momenta of all particles as

p0 ¼ p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dt

s
T
Tc

� 1

� �s
; (9)

where p0 and p are the momenta after and before scaling, respectively,
Dt is the time step, s is the coupling parameter or time constant that
determines how tightly the system and the heat bath are coupled, T is
the prescribed liquid temperature, and Tc is the current kinetic
temperature.69

In our MD simulations, the electric current density along the z-
direction (je) is calculated by dividing the total amount of charges
crossing a detection plane 5nm below the top electrode by the cross
section area (7� 7nm2) of the simulation box and the total simulation
time. When the evaporated ion is within 5 nm away from the top elec-
trode, it is removed from the simulation system; at the same time, one
counterion near the bottom electrode is also removed, in order to
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satisfy the electrostatic neutrality of the simulation system. For each
case with a specific combination of En, thermostat strategy, and the
method for applying Eext, seven independent simulations are per-
formed to improve statistical sampling.

III. RESULTS AND DISCUSSION

Figure 2 shows snapshots from MD simulations for ion evapora-
tion processes from the RTIL–vacuum interface. In Fig. 2(a), cation is
evaporated, and V0 is �80V; in Fig. 2(b), anion is evaporated, and V0

is 80V. In each case, five snapshots are shown, and the time interval
between adjacent snapshots is 1.2 ps. At t¼ 0 ps (t¼ 0 and 1.2 ps), the
cation (anion) being evaporated has moved to the top of the
RTIL–vacuum interface. At t¼ 1.2 (2.4) ps, the cation (anion) is about
to escape from the interface and exhibits a fingerlike structure. From

t¼ 2.4 (3.6) to 4.8 ps, the cation (anion) is in vacuum and becomes fur-
ther away from the interface under the action of the external electric
field.

Figure 3 shows variations of jjej as a function of jEnj from con-
stant potential simulations using Langevin, DPD, and Berendsen ther-
mostats, respectively. For Langevin thermostat, c is set to 1; for DPD
thermostat, n is chosen as 50. The results under Berendsen thermostat
are from Ref. 58. The temperature of the RTIL film is 400K. It can be
seen that, under different operating modes and thermostats, the gen-
eral trend remains the same that jjej increases as jEnj increases. This is
because, as jEnj increases, the external force along the z-direction
exerting on the evaporating ion becomes larger, and it becomes easier
for the evaporating ions to overcome the energy barrier near the RTIL
surface. It is also observed that, at the same jEnj; jjej in the negative

FIG. 2. Snapshots from MD simulations showing ions evaporating from the RTIL–vacuum interface. Red (blue) color denotes cation (anion) atom. Liquid temperature is 400 K.
The external electric field is generated by the constant potential method, and V0 are (a) �80 and (b) 80 V, respectively.
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mode (anion evaporation) is larger than that in the positive mode (cat-
ion evaporation). This is mainly caused by two reasons. First, com-
pared to the anion, the cation’s molecular structure is more complex,
and its volume is larger, and the Gibbs free energy of solvation of the
cation is larger, which makes it more difficult for cations to evaporate
from the RTIL surface. Second, the mass to charge ratio for the cation
is larger than that for the anion, and under the same external electric
field, the cation is more difficult to accelerate in vacuum compared to
the anion. When jEnj < 1:5V/nm, the increasing rate of jjej with jEnj
is larger than that when jEnj > 1:5V/nm. This is mainly caused by
structural changes of the RTIL/vacuum interface at higher jEnj: the ion
density distribution across the surface becomes wider and the magni-
tude of ion density decreases; these structural changes lead to the dec-
rement in the dielectric constant of the RTIL/vacuum interface.58,73

Figure 3 also includes statistical errors of je and En, and the error in En
(je) is found to increase (decrease) as jEnj increases in general. At rela-
tively high jEnj, more ions are evaporated into the vacuum per unit
time, resulting in increased sampling size and hence improved statis-
tics of je; on the other hand, more evaporating ions near the RTIL sur-
face induce more disturbance on En, which leads to larger error in En.

Comparing the results under different thermostats, we can see
that at a certain jEnj; jjej under Langevin thermostat is the smallest in
either operating mode. This is mainly because Langevin thermostat is
applied to every ion in the system and ions in vacuum are also affected
by frictional forces. The frictional force acts in the opposite direction
of the driving force due to the external electric field and becomes larger
as ion velocity increases. Several different c (0.5, 1, 5, 10) in Langevin
thermostat when V0 ¼ 100V are tested to study its effect on ion evap-
oration rate, and the average j jej are found to be 4.80� 108,
3.16� 108, 0.869� 108, and 0.445� 108A/m2, respectively. As c
increases from 0.5 to 10, jjej decreases notably due to the increased
frictional force. In DPD thermostat, however, frictional and random
forces based on pair-wise interactions vanishes as the evaporating ion
moves away from the RTIL–vacuum interface. From Fig. 3, it can also
be seen that the results under DPD and Berendsen thermostats agree
reasonably well with each other in both positive and negative modes.
However, the two thermostat strategies are fundamentally different,
and caution needs to be exercised while using the Berendsen

thermostat for MD simulations of electrospray. The Berendsen ther-
mostat rescales momenta of all ions in the system: when the number
of evaporating ions per unit time is relatively small, their contributions
to the total kinetic energy of the simulation system are marginal,
resulting in minor effect of rescaling momenta on ion dynamics in vac-
uum and je. When the number of evaporating ions per unit time
becomes large enough, their contributions to the total kinetic energy
become innegligible, and it will lead to considerable influence of rescal-
ing momenta on ion dynamics in vacuum and je; as the average kinetic
energy of an evaporating ion in vacuum is generally larger than that of
an ion in the bulk liquid, rescaling momenta in Berendsen thermostat
will reduce ion velocities in vacuum and hence je. In this work, as the
number of evaporating ions is relatively small, rescaling momenta of
all ions in Berendsen thermostat has minor effect on results. When
comparing thermostats, it would be desirable to compare directly to
benchmark results. To our knowledge, the only available results in the
current literature for the same system are from Ref. 58, in which
Berendsen thermostat was used. The agreement between results under
Berendsen and DPD thermostats in Fig. 3 leads to more confidence in
using these thermostats. Physically speaking, ions’ motion in vacuum
should not be altered by frictional or random forces from the thermo-
stat. If the amount of atoms in evaporating species (ions or droplets) is
comparable to that in the bulk liquid, differences between results under
Berendsen and DPD thermostats will be more pronounced. Therefore,
we arrive at the conclusion that DPD thermostat is more suitable for
simulating ion evaporation from the liquid–vacuum interface com-
pared to Langevin and Berendsen thermostats. In the remainder of
this work, we focus on results under DPD thermostat.

The effect of DPD thermostat’s friction coefficient n on je and En
is also studied. We find that if n < 10, DPD thermostat cannot main-
tain the liquid temperature at the desired value. So several different val-
ues for n > 10 are tested, and they are 20, 50, and 80, respectively. In
test simulations, the electrical potential differences between the top
and bottom electrodes are 660, 680, and 6100V, respectively. The
results are presented in Fig. 4. It is observed that, when n changes at
each applied voltage, je and En are nearly the same within statistical
error. In both positive and negative modes, differences between aver-
age values of je or En under different n generally increase as V0

FIG. 3. jjej as a function of jEnj under Langevin (blue) and DPD (orange) thermostats. The results in Ref. 58 under Berendsen thermostat (green) are also shown.
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increases. Despite these differences in average values at relatively large
V0, varying n has minor influence on je and En in the range of n con-
sidered here.

By using the DPD thermostat, we study how the liquid tempera-
ture affects ion evaporation rates from the RTIL–vacuum interface.
Figure 5 shows absolute magnitude of ion current density as a function
of the liquid temperature under different applied voltages. The liquid
temperature ranges from 300 to 450K with an interval of 50K; V0 we
considered are �100, �80, 80, and 100V, respectively. In this voltage
range, En are between 1.9 and 2.3V/nm. This electric field range favors
ion evaporation with significantly suppressed droplet emission from
Taylor cones of ionic liquids, facilitating the attainment of the pure ion
regime.26 For the temperature range, the force field model developed
for [BMIM][PF6] has good agreement with experimental data on den-
sity, diffusion coefficient, and viscosity in the range of 300–450K.65

Moreover, the electrical conductivity of the ionic liquid in this temper-
ature range varies between 0.53 and 5.6 S/m,65 which also facilitates
the attainment of the pure ion regime.26 So the voltage and

temperature ranges here are selected based on experimental conditions
to better achieve the pure ion regime. It can be seen from Fig. 5 that,
under a certain applied voltage, je increases almost linearly as the liquid
temperature increases. This could be caused by three reasons. First, the
RTIL’s ionic conductivity increases when the liquid temperature
increases, resulting in faster ion transport from the bulk to the liquid
surface to sustain high ion evaporation rate. Second, the RTIL’s viscos-
ity decreases and frictional forces exerted on evaporating ions from the
RTIL becomes smaller, making it easier for the ions to move out from
the liquid. Third, the thermal energy increases and the surface tension
decreases, leading to enhanced roughness

ffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=c

p
and thermal fluc-

tuation of the RTIL–vacuum interface that can promote ions on the
interface to overcome the energy barrier and escape from the liquid
surface.74 At the same temperature, je corresponding to different vol-
tages are different. This observation is consistent with results in Fig. 3,
and relevant explanations are provided in the discussion of Fig. 3.

We next compare the results from constant potential, constant
field, and constant charge simulations. Figures 6(a) and 6(b) show the
je-En relationship from simulations using different methods for gener-
ating the external electric field. It is found that, in both positive and
negative modes, je-En curves from these different simulations generally
agree well with each other considering statistical errors. This result
indicates that, for the type of simulation system considered in this
study (a planar liquid film between two planar electrodes), easy-to-
implement methods such as constant field and constant charge
methods could also be used to investigate electric-field-induced ion
evaporation from the liquid–vacuum interface. In common open-
source MD software such as LAMMPS75 and Gromacs,76 performing
constant potential simulations usually requires users to develop their
own codes or rely on extra packages, in order to correctly solve the
Poisson equation with electrical potential boundary conditions at elec-
trodes.58,77,78 However, constant field and constant charge simulations
are relatively straightforward to realize based on existing features in
widely used open-source MD software, without the need to modify the
source code or implement new feature into the software by the users.

According to the theory of Iribarne and Thomson, the current
density of ion evaporation from the liquid surface satisfies14,15,43,44

FIG. 4. The effect of DPD thermostat’s friction coefficient n on je and En. The electrical potential differences between the top and bottom electrodes are 660, 680, and
6100 V, respectively.

FIG. 5. jjej as a function of the liquid temperature under different applied voltages.
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je ¼ rkBT
h

exp �DG� GðEnÞ
kBT

� �
; (10)

where h is Planck constant, r is the surface charge density at the
liquid–vacuum interface, DG is the evaporation energy barrier for sol-
vated ions, and GðEnÞ is the reduction to DG as a function of En.

GðEnÞ assumes the form GðEnÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q3En
4p�0

�r�1
�rþ1

q
, where q is the charge of

the evaporating ion and �r is the dielectric constant of the liquid.
14 In

MD simulations, the surface charge density on the RTIL–vacuum
interface is calculated by r ¼ �0ðEv

n � El
nÞ, where Ev

n (E
l
n) is the electric

field normal to the interface on the vacuum (liquid) side.79 Both elec-
tric fields are determined by differentiating /ðzÞ with respect to z and
are averaged among independent simulations. Figure 6(c) shows varia-
tions of jrj as a function of jEnj in positive (orange dots) and negative
(blue dots) modes. We can see that the absolute magnitudes of surface
charge densities increase as jEnj increases in general. Based on je and
r, the relationship between lnðje=rÞ and

ffiffiffiffiffiffiffiffijEnj
p

is determined, and the
results are presented in Fig. 6(d). The MD data in Fig. 6(d) can be

fitted by using Eq. (10). To do so, we transform Eq. (10) into the fol-
lowing form by taking natural logarithms on both sides

ln
je
r

� �
¼ 1

kBT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q3

4p�0

�r � 1
�r þ 1

s ffiffiffiffiffi
En

p þ ln
kBT
h

� �
� DG
kBT

: (11)

From the slope of the fitting curve, one can determine the value of �r.
In Fig. 6(d), we fit the MD data in two regimes under each operating
mode. In the low je regime, �r of the RTIL–vacuum interface are found
to be 6.28 (positive mode) and 2.56 (negative mode), respectively; in
the high je regime, �r of the RTIL–vacuum interface are found to be
1.06 (positive mode) and 1.04 (negative mode), respectively. The dec-
rement of �r in the high je regime compared to that in the low je regime
origins from the structural changes of the RTIL–vacuum interface at
the molecular level under different Eext, as explained in Ref. 58 and in
the discussion of Fig. 3 in this work.

The veracity and plausibility of above results are considered from
the following aspects. First, to the best of our knowledge, the only
available results from MD simulations for the same system in the cur-
rent literature are from Ref. 58, in which Gromacs package with

FIG. 6. jjej as a function of jEnj from constant potential, constant charge, and constant field simulations in (a) negative and (b) positive modes. (c) Absolute magnitudes of sur-
face charge densities on the RTIL–vacuum interface (jrj) as a function of jEnj. (d) lnðje=rÞ plotted as a function of

ffiffiffiffiffiffiffiffijEnj
p

.
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Berendsen thermostat and a different approach for maintaining con-
stant electrical potential on electrodes80 was used. In this work, the
results were from a different MD simulation package (ESPResSo) with
different thermostats and methods for generating En. The agreement
between the results from different methods as shown in Figs. 3 and 6
leads to more confidence in the results. Second, apart from simula-
tions, the ion evaporation theory by Iribarne and Thomson was also
used in this work to calculate je as a function of En. The agreement
between the results from simulations and theory provides verification
of our results from a different perspective. Third, it would be desirable
to compare simulations to experiments. However, to our knowledge,
experiments with exactly the same system setup (planar electrodes
with a planar [BMIM][PF6] film) are yet to be performed, which pre-
vents a direct comparison. Nonetheless, available experimental results
in the literature on ion evaporation from Taylor cones of ionic liquids
show that the increasing rate of je with electric field becomes smaller at
higher electric fields,26,38,81 which agree with our results.

In previous results, En is determined by averaging the electric field
normal to the liquid surface over all simulation frames. Error bars
associated with En indicate that, during the course of consecutive ion
evaporation events, En is not constant, but it fluctuates around a cer-
tain value as a function of time. As MD simulation has sufficiently
high spatial and temporal resolution to investigate detailed ion evapo-
ration process, we further analyze temporal evolution of electric fields
along the trajectory of a typical ion evaporation simulation. Here, the
electrical potential difference between the top and bottom electrodes is
80V, which favors anion evaporation. Figure 7 shows absolute magni-
tudes of electric fields in the z-direction (jEj) at z¼ 0.99 and 36.97 nm
as a function of time. The observation duration is 177.2 ps, which con-
tains 21 ion evaporation events. In our study, z¼ 0 nm is defined as
the dividing surface position at the RTIL–vacuum interface, where the
total number density of cation and anion is half of its bulk value. Both
z-positions considered here are in vacuum: z¼ 0.99 nm is near the
RTIL–vacuum interface and is the place where En is calculated, while
z¼ 36.97 nm is near the top electrode. As shown in Fig. 7, E at both z-
positions are the same initially. When t¼ 10 ps, jEj at z¼ 0.99 nm
decreases abruptly; jEj at both locations then all increases, until jEj at

z¼ 0.99 nm decreases abruptly again when t¼ 16 ps. Subsequently,
when t¼ 18 ps, jEj at z¼ 36.97 also decreases abruptly. At later times,
temporal evolutions of jEj at both z-positions exhibit similar patterns
quasi-periodically. We also compute the difference between electric
fields at the two locations (DE) by subtracting E at z¼ 0.99 nm from
that at z¼ 36.97 nm, and find square-wave-like pulses as shown by the
green line in Fig. 7. The increment of DE corresponds to the decre-
ment in jEj at z¼ 0.99 nm, while the decrement of DE corresponds to
the decrement in jEj at z¼ 36.97nm.

The above observations on temporal evolutions of electric fields
can be understood as follows. When an anion is evaporated, the nega-
tively charged anion is separated from the RTIL film, and the RTIL
film as a whole becomes positively charged. Considering PBC along x-
and y-directions, the evaporated anion, the RTIL film, and their peri-
odic images form two infinite flat sheets with constant surface charge
densities. The surface charge density of the sheet formed by the anion
(film) is q (�q) divided by the cross section area (A ¼ 7� 7 nm2) of
the simulation system. According to Gauss’ law of electrostatics, an
infinite flat sheet with a uniform surface charge density of q/A induces
an electric field with a strength of jqj

2�0A
¼ 0:144V/nm.82 The strength

of the induced electric field between the two oppositely charged flat
sheets is then jE�j ¼ jqj

�0A
¼ 0:288V/nm, which is exactly the magni-

tude of pulses in the green line of Fig. 7. When the evaporated ion’s z-
position becomes larger than z¼ 0.99 nm, the contribution from E�

will be added to the total electric field at z¼ 0.99 nm, resulting in the
observed abrupt change in jEj. Based on the above discussion, the
increment in DE represents that an ion has been evaporated from the
liquid surface and crosses the plane at z¼ 0.99 nm; the decrement in
DE indicates that the ion has been within 5 nm away from the top elec-
trode and is removed from the simulation system, as the plane at
z¼ 36.97nm is above the detecting plane for ion removal. By counting
the numbers of increments and decrements in the green line of Fig. 7,
one can determine the total number of ions that have been evaporated
and the number of ions that are present in vacuum at a specific time.
Furthermore, by calculating the time interval between adjacent ion
evaporation events based on the green line in Fig. 7, we find that the
time interval is not constant, but varies as a function of time.

FIG. 7. Temporal evolution of absolute magnitudes of electric fields along the z-direction (jEj) at z¼ 0.99 nm (blue) and z¼ 36.97 nm (orange) in a typical constant potential
simulation. The difference between E at the two positions is also plotted (green). The potential difference between two electrodes is 80 V and anions are evaporated.
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As shown in Fig. 7, after the ion evaporates into vacuum, the
strength of electric fields at different z-positions increases, except for
abrupt jumps when the ion moves across the detecting plane at
z¼ 0.99 nm or it is removed from the simulation system. These incre-
ments are caused by the fact that, as the evaporated ion moves further
away from the liquid surface, the absolute magnitude of the electrical
potential difference due to E� between the evaporated ion and the
RTIL film becomes larger. The potential difference from the evapo-
rated ion to the RTIL film due to E� and the potential difference from
the top electrode to the bottom electrode are opposite in sign. To
maintain a constant potential difference between two electrodes, the
background electric field needs to increase to counterbalance the
potential difference caused by E�. Such enhancement in electric fields
is not observed in constant field or constant charge simulations, which
will be discussed later, as these simulations do not enforce constant
potential difference between electrodes.

It is also observed in Fig. 7 that at t¼ 10 ps, jEj at z¼ 0.99nm is
highly influenced by E�, while the increasing rate in jEj at

z¼ 36.97nm is relatively small. This is caused by several reasons. First,
the absolute magnitude of the induced electric field jE�j ¼ 0:288V/
nm is about 15% of the average value (�2.0V/nm) of jEj at
z¼ 0.99 nm, so E� can lead to notable changes in E. Second, right after
t¼ 10 ps, z¼ 0.99nm is between the two infinite charged sheets
formed by the evaporated ion and the RTIL film, while z¼ 36.97 nm is
not, and hence, E at z¼ 36.97 nm is not affected by E� at this time.
Third, around t¼ 10 ps, the distance along the z-direction between the
evaporated ion and liquid surface increases slightly, and the back-
ground electric field only needs to increase by a small amount to main-
tain constant potentials on electrodes, leading to relatively small
increasing rate of jEj at z¼ 36.97 nm. We note that this phenomenon
occurs in the condition that there are no other evaporated ions in vac-
uum before the ion evaporates, for example, at t¼ 80 and t¼ 133 ps.

After t¼ 16ps, the increasing rate of jEj at z¼ 36.97nm becomes
significantly faster compared to the previous interval. This is because
the first evaporated ion in vacuum is accelerated by the external elec-
tric field, and it moves at a higher speed toward z¼ 36.97nm

FIG. 8. Temporal evolution of absolute magnitudes of electric fields (E) at z¼ 0.99 nm (blue) and z¼ 36.97 nm (orange) in (a) constant field simulation with Eext¼�2.0 V/nm,
and (b) constant charge simulation with jsj ¼ 0:018 C=m2. The difference between E at the two positions is also plotted (green).
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compared to previous intervals. The background electric field then
needs to change at a higher rate to maintain constant potentials on
electrodes, leading to higher increasing rate of jEj at z¼ 36.97 nm.

In the time interval between t¼ 16 and 22 ps, there are changes
in jEj, but its increasing rate at z¼ 0.99 nm remains relatively stable.
This is caused by the fact that, immediately after t¼ 16 ps, there are
two evaporated ions in vacuum. From t¼ 16 to 18ps, the increasing
rate in jEj is dominated by movement of the first evaporated ion,
which moves at a higher speed. After t¼ 18 ps, the first evaporated ion
moves across the detecting plane near the top electrode and is then
removed from the system, causing the abrupt change in E at
z¼ 36.97 nm. At this time, the second evaporated ion becomes closer
to z¼ 36.97nm and also moves at a higher speed, leading to similar
rate of change in jEj from t¼ 18 to 22 ps.

Figure 8 shows temporal evolution of absolute magnitudes of
electric fields at z¼ 0.99 and 36.97 nm in a typical constant field simu-
lation with Eext ¼ �2:0V/nm and in a typical constant charge simula-
tion with jsj ¼ 0:018C/m2. The difference between electric fields at
the two positions (DE) is also plotted as green lines in Fig. 8. For the
constant field (charge) simulation, the observation duration is 312.8
(235.6) ps with 20 (21) ion evaporation events. We can see square-
wave-like pulses in jEj at z¼ 0.99 nm and DE, which correspond to
events of ion evaporation and ion removal from the simulation system.
Different from those in constant potential simulations, the electric
fields remain constant between adjacent pulses; jEj at z¼ 36.97 nm is
constant over time. The observed differences in temporal evolution of
electric fields between constant potential and constant field/charge
simulations could lead to differences in the average value and error bar
associated with En. Nonetheless, the influence of these differences is
relatively small, as shown by the good agreement between results
under different methods in Fig. 6.

IV. CONCLUSION

In this work, we have studied electric-field-induced ion evapora-
tion from the RTIL–vacuum interface via MD simulations. Ionic cur-
rent density normal to the interface je was calculated as the
macroscopic transport property, and its variation under difference En
was analyzed. The results under Langevin, DPD, and Berendsen ther-
mostats were compared, and it was found that DPD thermostat would
be more suitable for simulating ion evaporation, mainly because it
avoids applying frictional forces on evaporated ions in vacuum. It was
also found that je increases as the liquid temperature increases. Several
reasons were attributed to this observation, which include higher ionic
conductivity, lower viscosity and surface tension, and enhanced ther-
mal fluctuation of the RTIL–vacuum interface.

Effects of different methods for applying En on je-En relationship
were compared. In positive and negative operating modes, je-En curves
from constant potential, constant charge, and constant field simula-
tions generally agree with each other. This indicates that, for the type
of system considered in this study, easy-to-implement methods (con-
stant charge and constant field) could also be used to investigate the
ion evaporation rate.

We also analyzed temporal evolution of electric fields in vacuum.
It was observed that the electric fields are not constant over time, and
they exhibit quasi-periodic patterns. In each period, the strength of the
electric field decreases sharply when the evaporated ion moves across
the detecting plane at this position. When the evaporated ion is not
crossing the detecting plane, due to its motion toward the top

electrode, the strength of electric fields in vacuum all increases in con-
stant potential simulation. These observations were caused by the for-
mation of two charged flat sheets by the evaporated ion and the RTIL
film under PBC. Therefore, care needs to be exercised when using PBC
for MD simulations of electrospray. The difference between the electric
field near the interface and that near the top electrode exhibits square-
wave-like patterns, indicating the onset of ion evaporation and the
removal of ion in the simulation system.

The results obtained here could guide the selection of proper
methods for MD simulations of electrospray in the pure ion regime.
This study also lays the foundation to understand more complex ion
evaporation phenomena from the RTIL–vacuum interface, or more
general the liquid–vacuum interface, at the molecular level.
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